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Abstract

Neutrinos are tiny mysterious fundamental particles with small cross sections. Through

neutrino physics, scientists across the world are trying to answer many intriguing questions

about nature such as the dominance of matter over antimatter, CP violation in the lepton

sector, number of supernovas in the early universe, etc. Detection of neutrinos requires mas-

sive particle detectors and intense neutrino beam owing to their small cross section. Deep

Underground Neutrino Experiment (DUNE) is a next-generation neutrino experiment that

is planned to start taking data beginning in 2026. DUNE will consist of 4 massive detectors,

the first of which will be using single-phase liquid argon time projection chamber (LArTPC)

technology. The ProtoDUNE-SP experiment is a prototype of the DUNE built at the CERN

neutrino platform and uses the same detector technology that will be used in DUNE first

module. The ProtoDUNE-SP experiment collected months of test beam and cosmic ray data

beginning in September 2018. It was built to provide a testbed for the installation of de-

tector parts for DUNE, showing long-term stability of the detector, understanding detector

response for different test beam particles (including protons, pions, electrons, kaons, muons),

and measurement of hadron-argon cross sections.

When a particle passes through LArTPC electron-ion pairs are produced. To reconstruct

the position and energy of a particle passing through the medium knowledge of ionization

electron drift velocity is essential. The electron drift velocity is distorted by an excess pos-

itive charge built up in the detector, known as space charge. This study discusses a novel

technique for measuring the ionization electron drift velocity using cosmic-ray muons. The

technique uses tracks that travel the entire drift distance of the TPC for drift velocity de-

termination. Secondly, the study discusses a method for converting the charge deposited

into energy. The method is carried out in two steps. In the first step detector response



for energetic cosmic ray muons crossing the entire the TPC is used to make the charge de-

position uniform throughout the TPC, and in the second step stopping cosmic-ray muons

are used for determining the energy scale. Finally, the study discusses a pion-argon cross

section measurement based on reweighting of Monte Carlo simulations using J. Calcutt’s

Geant4Reweight framework. Neutrinos cannot be directly detected; they are identified based

on the interaction products. Pions are a common interaction product in a neutrino inter-

action. For precise modeling of neutrino event generators, it is essential to understand the

pion-argon interaction. Pion-argon cross section measurement serves as an important input

for neutrino interaction models. The results of the pion-argon total reaction cross section

using the Geant4 reweighting technique are found to be in good agreement with Geant4

predictions. The many studies carried out in the ProtoDUNE-SP experiment will be useful

for current and future neutrino experiments using LArTPC technology including ICARUS,

MicroBooNE, DUNE.
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Chapter 1

Theoretical background

1.1 Introduction

Neutrinos are the most abundant particles in the Universe, yet the most mysterious ones.

They rarely interact with matter and thus carry with them information from the beginning

of the cosmos. Through many experiments in the field of neutrino physics, scientists across

the globe are trying to answer the most intriguing questions in nature including why the

Universe is made of matter and not antimatter, are there more types of neutrinos awaiting

discovery, do protons decay, and many more. In this chapter, I will discuss the Standard

Model [1–3] of particle physics and the role of neutrinos in the Standard Model. I will further

discuss neutrino interactions and the significance of hadron-argon cross section measurement

for neutrino science study.

1.2 The Standard Model of particle physics

The Standard Model is a result of the theories and discoveries of thousands of physicists

since the 1930s. The latest addition to the model is the Higgs boson which was discovered

in 2012. In particle physics, an elementary or a fundamental particle is the one that is not

composed of other particles. There are 17 fundamental particles described in the Standard
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Model. The Standard Model includes the electromagnetic, strong, and weak forces and their

carrier particles. When it comes to the force between fundamental particles, gravity is neg-

ligibly weak.

Figure 1.1 shows the constituents of the Standard Model. The constituents of the Stan-

dard model can be broadly classified as fermions and bosons based on their spin. Fermions

in the Standard Model include 3 generations of leptons and quarks. The lightest and the most

stable particles make up the first generation, whereas the second and the third generation

are comprised of less stable and heavier particles.

Figure 1.1: Elementary particles of the Standard Model. The figure is taken from
Wikipedia [2].

Bosons include the force carriers. There are four fundamental forces in the Universe;
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gravity being the weakest of all is excluded from the Standard Model. The strong and the

weak nuclear forces have a short range, while the electromagnetic force has an infinite range.

The strong nuclear force is the strongest of all, followed by the electromagnetic force and the

weak nuclear force. Each fundamental force has its boson as a charge carrier. The strong

nuclear force is carried by the “gluons”, the electromagnetic force is carried by the “photons”

and the weak nuclear force is carried by the “W and Z bosons”. The latest addition to the

Standard Model, the Higgs boson, was observed in the ATLAS and the CMS experiments

at CERN’s Large Hadron Collider in 2012 [4;5]. The Higgs boson is the exchange particle of

the Higgs field which generates particle mass.

The Standard Model although gives the best description of the subatomic world, it does not

give a complete picture. There are many questions the Standard Model does not adequately

explain including gravity, dark matter, dark energy, neutrino masses, matter-antimatter

asymmetry. There are many ongoing or proposed experiments such as Deep Underground

Neutrino Experiment [6] (DUNE) which attempts to address some of the questions that the

Standard Model cannot explain. Neutrinos play a major role in addressing questions beyond

the Standard Model.

1.3 Neutrinos and their properties

The neutrino was first postulated by Wolfgang Pauli in December 1930 to explain the energy

spectrum of beta decay. They are very important in cosmology and particle physics as they

can travel cosmological distances without being absorbed thus carrying information from the

edge of the Universe. Unlike other leptons in the Standard Model, they cannot be directly

observed. They are detected only through their weak interactions. They come in three

flavours, namely electron neutrino (νe), muon neutrino (νµ) and tau neutrino (ντ ). The

flavor of neutrino is identified by the flavor of the charged lepton produced in the neutrino

interaction. In the next subsection, I will briefly discuss weak interaction, the only type of

interaction that neutrinos exhibit.
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1.3.1 The Weak Interaction

The electromagnetic, weak, and strong interaction can be understood in the framework of

the Standard Model. The weak interaction is a short range force, and much weaker than the

strong or the electromagnetic force for the same range. It is the only interaction that can

change the flavor of quarks and violate parity-symmetry. For an interaction to occur there

should be an exchange of a boson or force carriers between the interacting particles. In a

weak interaction typically two fermions exchange one of three types of force carriers, namely

W+, W− or Z bosons. These bosons are much heavier than the interacting particles which

is an unusual feature explained by the Higgs mechanism.

Weak isospin and weak hypercharge: For an interaction to occur the particles must

be carrying the charge of the interaction. For instance, only quarks carry the color, the

charge of quantum chromodynamics, and hence only quarks can exhibit strong interaction.

Only electrically charged particles can undergo electromagnetic interaction by the exchange

of photons. Similarly, for weak interactions to occur the interacting particles must possess

a property called weak isospin (T3). All the fermions in the Standard Model carry weak

isospin, making all of them eligible for the weak interaction. However, there are certain

selection rules for the interaction to be allowed. All the left-handed fermi particles in the

Standard Model have a weak isospin value of +1/2 or −1/2, and all right-handed fermi par-

ticles have isospin of 0. Similarly, all the left-handed fermi anti-particles have 0 isospin and

all the right-handed fermi anti-particles have +1/2 or −1/2 weak isospin. Table 1.1 shows

the weak isospin for fermions in the standard model, their antiparticles will have opposite

weak isospin. In any interaction, weak isospin value must be conserved.

Table 1.1: Weak isospin T3 for left handed fermions in the standard model

Fermion symbol Weak Isospin
e−, µ−, τ−, d, s, b −1/2
νe, νµ, ντ , u, c, t +1/2
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Weak interactions can be classified into “charged-current weak interaction” and “neutral-

current weak interaction”. The charged current weak interaction is mediated by W± boson

and the neutral current interaction is mediated by Z boson. In a typical charged current

neutrino interaction, a charged lepton (with charge ±1) can absorb a W boson (with charge

∓1) and get converted into a corresponding charge-less neutrino. Whereas, in neutral-current

interaction, a lepton or a quark interacts via Z boson.

1.3.2 Neutrino physics so far

Neutrinos are never directly observed, they are detected based on the charged lepton in-

volved in the interaction. For instance, when a νµ interact with matter a charged muon

is produced which infers the interacting particle being a νµ. The Standard Model treats

neutrinos as massless particles and does not predict the mixing of neutrino flavor. Both

neutrino non-zero mass and mixing have been shown experimentally.

Solar neutrino problem: A large flux, 2 × 1038 νe/sec, of electron neutrinos are pro-

duced during nuclear fusion in the Sun. Although neutrinos have a very small cross section,

they can be detected by a sufficiently large detector. Several distinct processes are contribut-

ing to the nuclear fusion in the Sun. The main fusion process is what is known as the pp

cycle [1], which occurs in 3 steps:

p+ p→ D + e+ + νe

D + p→ 3
2He+ γ

3
2He+ 3

2He→ 4
2He+ p+ p

However, the energy of the neutrinos produced through the pp cycle is very low, Eν <

0.5 MeV so they are very difficult to detect. The neutrinos originating from the β decay

of 8B are the highest energy solar neutrinos with up to 15 MeV energies. The first experi-

ment to detect the solar neutrinos took place in the Homestake Gold Mine in Lead, South
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Dakota in the late 1960s (popularly known as Homestake experiment [7]). The experiment

used a radiochemical technique to measure the flux of the solar neutrinos. 615 tonnes of

perchloroethylene (C2Cl4), a dry-cleaning fluid, was placed 1478 meters underground. An

electron neutrino can interact with 37Cl atom transforming it into a radioactive isotope 37Ar,

which can be extracted and counted.

νe + 37Cl→ 37Ar + e−

The rate of neutrino interaction detected was only 0.48 ± 0.04 per day while the expected

neutrino interaction rate was 1.7 interactions per day. This apparent deficit in the number

of solar neutrinos detected is known as the solar neutrino problem [8].

Results from the Homestake experiment and other solar neutrino experiments such as Super-

Kamiokande [9] demonstrated the deficit of electron neutrinos coming from the Sun. An-

other solar neutrino experiment, the Sudbury Neutrino Observatory (SNO) experiment [10]

in Canada was designed to measure νe and the total neutrino flux. The results from the SNO

experiment shows that the total flux of neutrinos from the Sun is consistent with the theoret-

ical prediction, but instead of just νe, there is large νµ and/or ντ component. However, the

fusion reactions in the Sun can only produce νe, so the detection of νµ or ντ provides evidence

of neutrino flavor transformations. Neutrino flavor transformations can be explained by the

phenomenon of neutrino oscillation.

Neutrino oscillation in three flavor paradigm: Neutrino oscillations requires non-

zero neutrino masses and flavor mixing in the lepton sector. The Standard Model predicts

neutrinos as mass-less. Understanding the mechanism behind neutrino mass is among the

unresolved mysteries of particle physics and which leads us to explore physics beyond the

Standard model. The three-flavor paradigm requires introducing distinct non-zero mass

states for at least two neutrinos. The neutrino mass eigenstates are defined as ν1, ν2, ν3.

They are distinct from the neutrino weak or flavor eigenstates νe, νµ, ντ . The flavor eigen-
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states are related to the mass eigenstates by a 3× 3 unitary matrix U [1],


νe

νµ

ντ

 =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3



ν1

ν2

ν3

 (1.1)

Here the matrix U is referred to as neutrino mixing matrix or the Potecorvo-Maki-Nakagawa-

Sakata (PMNS) matrix and is given by,


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 =


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13

s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

 (1.2)

Here sij = sinθij and cij = cosθij. The three flavor neutrino oscillation can be explained

in terms of three mixing angles (θ12, θ23, θ13), three mass squared splittings (∆m2
21,∆m

2
31,m

2
32)

only 2 of which are independent, and CP violating factor δ. Experiments such as Super-

Kamiokande, KamLAND, T2K, NOvA, and Daya Bay have firmly established the existence

of neutrino oscillations and have measured most elements of the 3x3 PMNS matrix, a notable

exception being δCP . The detailed results can be found in [11].

1.4 Beyond Standard Model

Neutrino mass and neutrino oscillation can not be explained within the framework of the

Standard model. This leads to the search for physics beyond the Standard model that could

explain the anomalies without interfering with the rest of the Standard model. In this sec-

tion, we discuss a few open questions in neutrino physics that the current and future neutrino

experiments aim to resolve.

Majorana or Dirac [12]: If a particle and its antiparticle are distinct they are called Dirac

particles otherwise they are called Majorana particles. In 1957, physicists showed the neu-
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trinos have left-handed spin i.e., the direction of spin and motion are opposite and the

anti-neutrinos have right-handed spin i.e., the direction of spin and the direction of motion

is the same. This indicates neutrinos are Dirac particles. However as neutrinos have mass,

it is possible to change the observer’s frame of reference so that the direction of motion is

reversed. For different observers, there will be ambiguity in the direction of motion of neu-

trinos thus causing ambiguity in the handedness of the neutrinos. If neutrinos are Majorana

particles, there is a possibility of observing neutrinoless β decay.

Sterile neutrinos: Sterile neutrinos are hypothetical neutrinos that interact via gravity

unlike other neutrinos in the Standard Model which interact only via the weak interaction

force [13;14]. They are proposed to be neutrinos with right-handed chirality. Their existence

is theoretically well-motivated since all other known fermions have been observed with both

left and right chirality. In the mid-1990s, the Liquid Argon Scintillator Detector [15] (LSND)

located at Los Alamos National Laboratory in New Mexico found some evidence of sterile

neutrinos but the results could not be replicated and were set aside. Another experiment

MiniBooNE [16] at Fermi National Accelerator Laboratory located near Chicago, has found

some evidence of sterile neutrinos again. The search for sterile neutrinos is an active area of

particle physics.

CP violation in Lepton Sector: The C-symmetry or charge conjugation symmetry means

the symmetry of physical laws under charge-conjugation, where charge conjugation refers to

the changing of signs of all charges relevant to the forces, not just the electric charge. The

P-symmetry refers to the invariance of physical laws under parity inversion i.e., changing the

sign of all three spatial coordinates in 3D. CP-symmetry is a product of two transformations

(C and P) which was initially thought to be an absolute symmetry. It was discovered that

the weak force did not follow C or P symmetry. Physicists then came up with the idea of CP

symmetry where both the charge and parity are transformed together and considered it to

be the absolute symmetry in nature. For example, if we take the mirror image of left-handed

neutrinos and transform the charge we get right-handed anti-neutrinos, which exists. CP
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violation was first discovered in kaons [17]. Amongst the elementary particles, CP violation

has been observed in quarks, however, it has never been observed in neutrinos [18]. Through

various ongoing and future experiments such as DUNE, physicists are searching for experi-

mental evidence of CP violation in the lepton sector. The existence of CP violation allows

the distinction between matter and antimatter which is important to explain the observed

imbalance of matter over antimatter in the Universe [19].

Neutrino mass hierarchy: With the discovery of neutrino oscillation it is now established

that the neutrinos have mass, but the masses of three types ( m1, m2 and m3) are different.

Solar neutrino oscillation experiments have determined the difference of the square of masses

m1 and m2 (∆m2
12 = m2

1-m
2
2)

[20]. Furthermore, the atmospheric neutrino experiments have

determined the difference of the square of masses m1 and m3 (∆m2
13 = m2

1-m
2
3). However, the

signs of ∆m2
12 and ∆m2

13 is unknown, this is known as neutrino mass hierarchy problem. It

is unknown if m2−m1 < m3−m1 (Normal mass hierarchy) or m2−m1 > m3−m1 (Inverted

mass hierarchy). The mass hierarchy affects of the sensitivity of CP violation measurements

and also the sensitivity to determine if neutrinos and anti-neutrinos are the same particle or

different.

1.5 Neutrino interactions

The neutrinos rarely interact with matter and there is no direct way of identifying neutrinos.

Neutrinos are identified from their interaction products, so it is very important to understand

how neutrino interacts with matter. The neutrino interactions can be broadly classified into

two categories:

• Neutral-current neutrino interaction: In a neutral current (NC) interaction, the

neutrino before and after the interaction does not change. An example of a NC inter-

action is,

νµ +N → νµ + hadrons (1.3)
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where N is the nucleus. These kind of interactions are mediated by Z bosons.

• Charged-current neutrino interaction: In a charged current (CC) neutrino inter-

action, the neutrino transforms into a lepton of the same flavor as incident neutrino.

It is mediated by W± boson. Following are some of the examples of charged current

neutrino interaction:

Quasi-Elastic Scattering (QE):

νl + n→ l− + p (1.4)

Resonant pion production:

νµ +N → µ− + ∆++ → µ− + p+ π+ (1.5)

νµ +N → µ− + ∆+ → µ− + n+ π+ (1.6)

Deep Inelastic scattering (DIS): It refers to the head-on collision between a neutrino

and a parton inside the nucleon. In such interactions hadronization occurs with sub-

sequent abundant production of mesons and nucleons.

Pions are very common interaction products of neutrino interactions in the energy

range significant to the DUNE experiment. In the next section, I will discuss the

interaction of pions with Ar.

1.6 Pion-argon interaction

The energy and the flavor of a neutrino are determined based on the identity and energy

of products of a neutrino interaction. Pions are the final state products of most neutrino

interactions significantly above the pion as evident from equations 1.3, 1.5 and 1.6 . To
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simulate the neutrino interaction in argon we need to know how the interaction products

travel through the medium as well as their behavior inside the target nucleus. Different

Monte Carlo event generators have been used to simulate the neutrino interactions in the

liquid Ar including GENIE [21], Geant4 [22], FLUKA [23] etc. One of the major ingredients for

any neutrino generator to be successful is its ability to model the interaction of the products

of a neutrino interaction. The models of interaction are often validated with experimental

data or tuned based on the experimental results. However, the study of the pion-argon cross

section has been rare or non-existent. LArIAT (Liquid Argon In A Test Beam) experiment

at Fermilab has done some study of the total pion-argon cross section in the momentum

range of 0.1-1.1 GeV/c [24;25]. No other experimental studies of the pion cross section have

been done previously. In ProtoDUNE-SP experiment [26] we have collected π+ beam data in

the momentum range of 1-7 GeV/c, which provides a great opportunity for the experimental

measurement of pion-argon cross section in a wide energy range. Below is a classification of

different π+-nucleus interaction channels [25]:

1. Pion Absorption, σabs: In this interaction there is no pion in the final state as

shown in figure 1.2 (bottom). The interactions are listed below:

π+(nn)→ np (Two body absorption)

π+(nnn)→ nnp (Three body absorption)

π+(nnp)→ npp (Three body absorption)

π+(nnnp)→ ppnn (Multi body absorption)

2. Charge Exchange, σcex: In charge exchange interaction the final state has a neutral

pion (π0) as shown in figure 1.2 (top),

π+ + n→ ∆+ → π0 + p

3. Inelastic Scattering, σinel: In inelastic interaction, pion interacts with a nucleus
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knocking out one or more nucleons:

π+ + 40Ar → π+ + 39Ar∗ + n

π+ + 40Ar → π+ + 39Cl∗ + p

π+ + 40Ar → π+ + 38Cl∗ + np

4. Pion Production, σπprod: In this interaction, final state has more than 1 pion:

π+ + N →≥ 2π + nucleons

5. Elastic Scattering, σel: In elastic interaction the system is in ground state after the

interaction:

π+ +N → π+ + N

For inclusive cross section study, the interaction of π+ with the nucleus listed above can

be broadly classified into two channels, the elastic channel comprising the elastic interaction

(σel) and the reaction channel comprising of the first four categories of interaction listed

above. Electromagnetic processes and weak processes such as pion decay are excluded in the

cross section study.

σreac = σabs + σcex + σinel + σπprod (1.7)

1.6.1 Previous results of pion-nucleus cross section

Figure 1.4 shows the results of pion-nucleus cross section in the resonance region [27] for

various nuclei.
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Figure 1.2: Figure shows candidate pion charge exchange interaction (top) and candidate
pion absorbtion interaction (bottom) for ProtoDUNE-SP experiment [26]. Photons themselves
do not leave any track, however they produce electron showers based on which they can be
identified.
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Figure 1.3: Pion-nucleus total cross section on various nuclei in the resonance region. Left
plots are for σAV =

σπ++σπ−
2

and right plots are for σπ+ . The plots are taken from [27].
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1.6.2 Geant4 prediction of π+ cross section on argon:

As there has not been any previous direct measurement of π+ cross section on argon, Geant4

uses the results of pion cross section on other nuclei and predicts the pion-argon cross section

based on the cross section dependence on atomic mass (A). Figure 1.4 shows the dependence

of pion-nucleus cross section on A for different interaction channels [28]. Figure 1.5 shows the

Geant4 v10.5 prediction for π+-argon cross section. The results of ProtoDUNE-SP analysis

of π+-argon cross section is discussed in chapter 5.

Figure 1.4: Pion-nucleus cross section for different interaction channel vs atomic mass (A).
The figure is taken from [28].

Figure 1.6 shows the π+ total elastic and reaction cross section on carbon. The data for

the plot is taken from [29;30], the Geant4 cross section prediction is taken from [31].
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Chapter 2

DUNE and ProtoDUNE-SP

Our current knowledge of particle physics does not explain some of the most intriguing ques-

tions in particle physics. The Deep Underground Neutrino Experiment (DUNE [32–35]) is a

leading-edge, international experiment for neutrino science and seeks to make groundbreak-

ing discoveries to answer the following questions [6]:

• Why is the early Universe dominated by matters rather than antimatter? Could neutri-

nos be the reason that the Universe is made of matter rather than antimatter? DUNE

aims to explore the phenomenon of neutrino oscillations and through the mechanism

of charge-parity violation (CP violation) DUNE aims to discover matter-antimatter

asymmetries in neutrino-mixing. More precise measurement of neutrino mixing pa-

rameters and determination of neutrino mass ordering may reveal new fundamental

symmetries of nature.

• Do protons decay? This could reveal a relationship between the stability of matter and

the Grand Unification theory.

• DUNE’s gigantic size will allow observation of thousands of neutrinos from core-collapse

supernovae in the Milky Way galaxy. Neutrinos emitted in the supernova burst can

potentially carry with them the information of the evolution of the Universe. This

would allow a rare opportunity for us to investigate the processes inside a newly-formed
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neutron star and an opportunity to witness the birth of a black hole. DUNE will run

for a few decades during which there is every possibility of one or more supernovae

burst occurring in the Milky way galaxy.

DUNE has around 1300 collaborators from over 32+ countries and 200+ institutions. It is to

be hosted by the Fermi National Accelerator Laboratory (Fermilab) near Chicago, in Illinois,

and is funded by the U.S. Department of Energy. Figure 2.1 shows the major components of

the DUNE experiment. A high-intensity neutrino source is generated from a megawatt-class

proton accelerator at Fermilab, a near detector installed just downstream of the neutrino

beam and massive neutrino far detectors 1.5 km underground and 1300 km away from Fer-

milab at the Sanford Underground Research Facility (SURF) in South Dakota. The DUNE

Far Detector (DUNE FD) will consist of four LArTPC modules, each of which will have

an active volume of at least 10 kt. The total liquid argon volume in the cryostat will be

≈17.5 kt. Two different LArTPC technologies are planned to be used for the first two DUNE

FD modules: the single-phase (SP) technology in which the medium inside the cryostat is

liquid argon and the dual-phase (DP) in which a layer of gaseous argon above liquid argon

is used. The first DUNE FD module will certainly use single-phase liquid argon time pro-

jection technology, however, the technology to be used for the second DUNE FD module is

not yet fixed. Considering the scale of the experiment and the amount of resources that will

be used for the experiment, a full-scale prototype for both the single-phase and dual-phase

technology has been built at the CERN neutrino platform. Figure 2.2 shows the two DUNE

prototypes, the ProtoDUNE-SP [36] and the ProtoDUNE-DP [37] detectors built at the CERN

neutrino platform. Here, I will describe briefly the ProtoDUNE-SP and ProtoDUNE-DP

prototypes, the rest of the chapter will focus on the ProtoDUNE-SP experiment on which

my analysis is based.

• In the SP technology the ionization charge drifts in the liquid argon under the action

of an electric field, figure 2.3 (left). There are 3 read-out planes, two induction, and a

collection plane. The technology was pioneered in the ICARUS project [39]. The tech-
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Figure 2.1: Schematic diagram for Long Baseline Neutrino Experiment [6]

Figure 2.2: ProtoDUNE-SP and ProtoDUNE-SP detector built at the CERN neutrino plat-
form.

nology is matured and has been successfully used in many neutrino science experiments

including LArIAT [40], ArgoNeut [41], MicroBOONE [42].

• In the DP technology we use a vertical drift where the ionization charge drifts up-

wards in liquid argon and is transferred to a layer of gaseous argon above the liquid,

figure 2.3 (right). This technology was pioneered by the WA105 DP demonstrator

collaboration [37] at CERN. The signal is amplified in the gas phase using large electron

multipliers. A big advantage of signal amplification is we no more need the stringent
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Figure 2.3: (Left figure) Single phase TPC and readout, (right figure) Dual phase TPC and
readout. Figures are taken from the reference [38].

requirement on the electronic noise.

2.1 ProtoDUNE-SP experiment

The first DUNE FD module will use the single-phase liquid argon time projection chamber

technology (LArTPC), the same technology used in the ProtoDUNE-SP experiment. The

active volume of the ProtoDUNE-SP detector is 7.2 × 6.1 × 7.0 m3. This is the largest

monolithic LArTPC built to date. It is built in an extension of the ENH1 [43] hall in the North

Area, where a dedicated charged-particle test beamline is provided by the CERN neutrino

platform. Different species of beam particles including p, π+, K+, e+, µ+ in the momentum

range 0.3 GeV/c to 7 GeV/c are directed into the Time Projection Chamber (TPC). The

principal goals with which the ProtoDUNE-SP detector was built are as follows:

• ProtoDUNE-SP serves as a testbed for the designing, production, and installation

procedures for the DUNE-FD first module. This experiment will validate the design

based on the detector performance for cosmic and beam data. For this purpose, the

components used in the ProtoDUNE-SP TPC are full-sized components that will be
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used in the DUNE FD.

• In ProtoDUNE-SP we collected a large sample of test-beam data which helps to un-

derstand the detector response for different particle species.

• As the DUNE FD is planned to run for a few decades, the stability of the detector over

a long period has to be demonstrated. ProtoDUNE-SP will provide a useful takeaway

for risk mitigation for the DUNE-FD. ProtoDUNE-SP has run successfully for over

600 days before it was taken down to upgrade it for the second run, this itself indicates

the long-term operational stability of the detector.

Described below are the major components of the ProtoDUNE-SP detector:

2.1.1 The cryostat

The ProtoDUNE-SP TPC is installed in a cryostat. A membrane cryostat technology [44]

supported by outer steel structure is used in ProtoDUNE-SP. The membrane cryostat tech-

nology is widely used for the transportation and storage of Liquified Natural Gas(LNG) [45]

and the technology is owned by two companies, Gaztransport & Technigaz (GTT) from

France and Ishikawajima-Harima Heavy Industries Co. (IHI) Japan. Figure 2.4 shows the

various parts a membrane cryostat is made of. Stainless steel primary membrane contains

the liquid and gaseous argon. Different layers surrounding the primary membrane provide

heat insulation. The support structure which can be steel or concrete is where the pressure

is transferred. For ProtoDUNE-SP the internal dimensions of cryostat are 8.5 m × 7.9 m ×

8.5 m, along x, y and z direction respectively. The cryostat is filled with liquid argon except

for a region of 0.3 m at the top, where the absolute pressure of 1050 mbar is maintained.

There is built a network of steel beams inside the cryostat which supports the TPC.

2.1.2 Liquid argon purification system

Historically, different sensitive mediums have been used in particle detectors, ranging from

water to many inert gases. However, for a TPC we require a medium that is transparent to
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Figure 2.4: Membrane cryostat technology used in ProtoDUNE-SP detector. The figure is
taken from the reference [46].

ionization electrons. Inert gases are best suited as a sensitive medium for a TPC as they

do not capture the ionization electrons drifting under the action of an applied electric field.

Table 2.1 shows the properties of inert gases.

Property He Ne Ar Kr Xe

Boiling point at 1 atm (K) 4.2 27.1 87.3 120.0 165.0

Density (g/cm3) 0.125 1.2 1.4 2.4 3.0

Radiation Length (cm) 755.2 24.0 14.0 4.9 2.8

dE/dx (MeV/cm) 0.24 1.4 2.1 3.0 3.8

Scintillation (γ/MeV) 19000 30000 40000 25000 42000

Scintillation λ (nm) 80 78 128 150 175

Table 2.1: Properties of inert gases [47].
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Argon has a higher boiling point compared to He or Ne. For neutrino detectors we require

a medium of higher density as the neutrino cross-section is very low and higher density will

increase the chances of interaction; argon has a density of 1.4 g/cm3 which makes it suitable

to be used as a medium for neutrino detectors. In addition, other inert gases in the table

namely krypton and xenon are very expensive, and building a neutrino detector with those

mediums may not be sustainable. Water is electro-negative, it captures the electrons drifting

towards the anode, so water cannot be considered as a medium for TPCs.

Further, for the successful operation of a LArTPC, we need a pure sample of liquid argon.

The liquid argon from the industrial supplier has contaminants such as water, oxygen, and

nitrogen at parts per million level each. Water and oxygen being electro-negative will capture

the drifting electrons thus making it difficult to receive any signal at the anode. We need to

remove the contaminants by a factor of at least 4 for smooth TPC operation. The purification

technique for liquid argon is described in [48]. In ProtoDUNE-SP we use a purification system

that uses the same technology that was developed for ICARUS. Figure 2.5 shows the main

components of the liquid argon purification system. The liquid argon passes through three

circulation loops. The liquid leaves the cryostat through a penetration in the sidewalls,

pumped as a liquid through a set of filters, and reintroduced into the cryostat at the bottom.

A complete volume turnover takes 4.5 days.

2.1.3 The Time Projection Chamber

A time projection chamber (TPC) is a type of particle detector with a volume of liquid or

gas in an electric field to perform particle energy and trajectory reconstruction. The history

of TPC dates back to the late 1970s, when David R. Nygren, an American physicist, at

Lawrence Berkeley Laboratory invented the first TPC [49]. In 1977, Carlo Rubbia proposed

a liquid argon time projection chamber (LArTPC) with a view of using them for neutrino

detection [50]. A LArTPC uses liquid argon as a sensitive medium. The technology was

pioneered in the ICARUS program [51] in which the first large-scale LArTPC named T600

detector was built in the Gran Sasso laboratory, Italy. ICARUS started working in May
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Figure 2.5: A schematic of the argon purification system at NP04. The figure is taken
from [26].

2010, collecting cosmic data as well as neutrino beam data from the CNGS [52] (CERN to

Gran Sasso) neutrino beam. The detector contained a volume of 600 tons of liquid argon.

Since then there have been a few more large-scale liquid argon time projection chambers

in the US. The ArgoNeuT and the MicroBooNE detectors built at Fermilab have already

collected years of neutrino beam data. The ProtoDUNE-SP detector at the CERN neutrino

platform started taking data in September 2018. Work is in progress for the building of a

massive neutrino detector, Deep Underground Neutrino Experiment (DUNE), which will use

LArTPC technology.

A TPC consists of a cathode and an anode. A potential difference is applied between

the cathode and the anode. When a charged particle passes through liquid argon it causes
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ionization, creating electron-ion pairs. The electrons drift under the action of an electric

field towards the anode where they are collected. For ProtoDUNE-SP the TPC is divided

into two halves with a cathode plane assembly (CPAs) in the center, at x=0 in the yz plane.

There are anode Anode Plane Assemblies (APAs) on either side of the cathode at a distance

of ±3.6 m. In ProtoDUNE-SP coordinate system, x is the drift coordinate, y is the vertical

direction and z is along the wire planes. The two drift volumes of the TPC are of dimensions

3.6 m × 6.1 m × 7.0 m along x, y and z direction respectively. The major components of

ProtoDUNE-SP TPC (figure 2.6) are described below:

Cathode Plane Assemblies and Field Cage: The cathode plane assembly comprises

6 vertically stacked CPAs each being 1.15 m wide and 6.1 m high. The cathode plane is

biased to a nominal voltage of -180 kV. If the cathode were electrically conducting an elec-

tric breakdown when releasing the stored energy could affect the integrity of the detector

elements, endangering the front-end electronics. The CPA panels are therefore made from

FR4, a fire-retardant fiberglass epoxy composite material. Furthermore, these panels are

coated with Kapton film with a resistivity of ∼ 3.5 M Ω/sq. A field cage (FC) assembly is

used to surround the four open sides of the two drift volumes. These are used to maintain

a uniform electric field inside the TPC.

Anode Plane Assemblies: The anode plane on each side of CPA consists of 3 APA.

Each APA has a rectangular stainless steel frame of 2.3 m width and 6.1 m height. There

are four planes of wires bonded on each APA. The wire planes are in a different orientation

as shown in figure 2.7. In the order of increasing distance from the cathode plane, the wire

planes are oriented as Grid (G) (vertical), the U plane (+35.7◦ with vertical), the V plane

(-35.7◦), and the X plane (vertical). A bias voltage is applied between the wire planes such

that the ionization electrons pass through the G, U, and V planes without being captured,

and finally get collected at the X plane, hence X plane is also known as the collection plane,

and U, V planes are known as induction planes. In ProtoDUNE-SP, on the TPC-side there

are 2 × 2880 Grid plane wires which are not instrumented and there are 2 × 2400, 2 ×
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Figure 2.6: Top:Figure shows a view of the ProtoDUNE-SP TPC with its major components
labeled and Bottom: Figure shows a photo of one of the two drift volumes with APAs on
the left side and CPA on the right. The figures are taken from the reference [26]
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2400, and 2 × 1440 instrumented U, V, and X plane wires respectively. In addition, there

are 2 × 1440 instrumented collection plane wires on the cryostat side. In total there are

15360 instrumented wires in the ProtoDUNE-SP TPC, which are connected to 15360 differ-

ent channels. The wire pitch for the G and X wires is 4.79 mm and the wire pitch for the U

and V wires is 4.67 mm. There is a gap of 4.75 mm between different wire planes.

Cold electronics: The U, V, and X wires on the APA are read out by front-end mother-

boards (FEMBs) installed close to the wire boards on top of each APA. The FEMBs amplify,

shape, digitize and transmit signals from all the TPC channels to the warm interface elec-

tronics through cold data cables.

Figure 2.7: Sketch of ProtoDUNE-SP APA. Figure shows the APA turned on its side, the
orientation of different wire planes in the APA with respect to each other can be seen. The
figure is taken from reference [35].

Beam Plug: The materials in the cryostat and the layer of liquid argon in between the

cryostat and the TPC causes a particle to lose energy before entering the TPC. A “beam

plug” [36] is therefore installed in ProtoDUNE-SP which allows the passage of beam particles

into the TPC with minimum energy loss. The beam enters the TPC about 30 cm away from

the cathode on the negative x side at a height of ∼425 cm. The beam plug is placed such

that the beam enters the TPC through the beam plug. Figure 2.6 shows the location of the
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beam plug in the TPC. Figure 2.8 shows the drawing (left) and a photo (right) of the beam

plug used in ProtoDUNE-SP. The beam plug is filled with nitrogen at a nominal pressure of

1.3 bar to balance the hydro-static pressure of liquid argon and also to avoid HV breakdown

by maintaining high dielectric strength.

~50cm

Nitrogen Line &
Electrical Ground

Glass-Epoxy
Ring Section

Secondary Beam 
Plug Support HV Connection

Profile #5

Mounting FlangeGrading 
Resistors (18x)

Grading Rings (7x)

Ground Potential

Beam

Figure 2.8: Drawing of the beam plug (left) and an image of the beam plug installed inside
the cryostat (right). The figures are taken from the reference [26].

2.1.4 Photon Detectors

When a charged particle passes through a LArTPC, in addition to the ionization electrons

scintillation light is also emitted. The scintillation light is used in most LArTPCs to deter-

mine the time at which the particle enters the TPC, also known as t0. At a nominal field

of 500 V/cm approximately 2.4 × 104 vacuum ultraviolet photons are created per MeV of

energy deposited [26]. To detect these photons, a photon detector system (PDS) is installed in

the ProtoDUNE-SP detector. The photon detectors are integrated into the APAs, occupy-

ing the space between two mesh planes. Silicon photo-multiplier tubes [53] is used to convert

the light to electrical signals, which are transmitted out of the cryostat using copper cables.

The photon detector system captures a fraction of light emitted in the TPC, which can be

calibrated to obtain the energy deposited by a particle as it passes through the medium.
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2.1.5 Data acquisition, timing and trigger system

The main role of a data acquisition system (DAQ) is to read the signal generated in the

detector and reduce the data volume for permanent storage using online triggering and

compression techniques. In ProtoDUNE-SP two candidate readout solutions are under test,

the RCE (ATCA-based) [54;55] and FELIX (PCIe-based) [56;57]. RCE and FELIX are used

simultaneously, with some APAs using RCE readout and some using the FELIX readout.

The ProtoDUNE-SP timing system provides a 50 MHz clock multiplexed on a data stream

that is broadcast to all endpoints [26]. To perform event selection a hardware triggering system

was designed. The major component of the trigger system is the Central Trigger Board

(CTB) which is a custom printed circuit board. The readout decisions are made by the

timing system which communicates with Central Trigger Board through various commands.

For each triggered readout, the TPC data consists of 6000 consecutive samples of each ADC,

which are digitized at a rate of 2MHz (which corresponds to a time of 0.5 µs which is called

a “tick”), for a total time of 3 ms. The data readout starts 250 µs before the trigger time.

2.1.6 Signal processing and event reconstruction

Each TPC readout channel records a waveform. The waveform is a linear transformation

of the current on the connected wire as a function of time. The signal is a convolution of

the effect of induced currents due to drifting as well as collecting charge and the response

of the front-end electronics. In the signal processing stage from the input waveform, the

distribution of charge arrival times and positions are produced. These distributions are used

in subsequent reconstruction steps. The event reconstruction is carried out in two distinct

steps:

1. Hit finding: A hit represents a charge deposition on a single wire at a given time.

The hit finding algorithm fits peaks in the wire waveform. The algorithm searches for

candidate hits in the waveform and fits them to a Gaussian shape. Figure 2.9 shows

an example of a fitted waveform in which 3 hits are reconstructed.
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Figure 2.9: An example of a reconstructed waveform on a single wire from ProtoDUNE-SP
data. The figure is taken from the reference [26].

2. Pattern recognition with Pandora: In ProtoDUNE-SP, pattern recognition is

performed using the Pandora software package [58], which has been successfully used in

other LArTPCs such as MicroBooNE [59]. Multiple algorithms are used to build up the

overall picture of the interaction in the detector. For reconstructed hits, in each wire

plane, a separate 2D clustering is carried out. Dedicated algorithms then match views

corresponding to 3 different wire planes. Information from all the 3 views is used to

reconstruct the three-dimensional hits. Figure 2.10 shows examples of reconstructed

events in ProtoDUNE-SP experiment.

2.1.7 Beamline instrumentation

ProtoDUNE-SP uses the tertiary extension of CERN H4 beamline [60]. A highly energetic

primary proton beam of momentum 400 GeV/c is extracted from the CERN Super Proton

Synchrotron (SPS) and is directed towards a beryllium target producing a hadron beam

with a momentum of 80 GeV/c. The secondary beam is then made incident on a copper or

a tungsten target, producing a very low energy (VLE) beam, in the 0.3-7 GeV/c momen-

tum range. Tungsten target is used for momenta below 4GeV/c and the copper target is

used for higher momenta. The H4-VLE beamline then transports the tertiary beam to the
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Figure 2.10: figure shows a 1 GeV/c stopping proton candidate (top) and a 6 GeV/c electron
candidate (bottom) for ProtoDUNE-SP data [26]. In the bottom event display we can also
see cosmic ray muon tracks passing close to the electron shower.

ProtoDUNE-SP detector after making the desired momentum selection.

Figure 2.11 shows the components of the beamline instrumentation. There are 8 profile

monitors (XBPFs), which are scintillating fiber detectors, and are used for measuring spa-
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tial coordinates as the beam passes through the beamline. Using the spatial coordinates the

trajectory of the particle can be projected to the detector front face [61]. The information

is used to reconstruct the momentum of the beam particle. There are 3 trigger counters

(XBTF) that are used to measure the time of flight (TOF) for the beam particles. The

resolution of the TOF measurement is 900 ps. In addition, there are two Cerenkov coun-

ters (XCETs), the internal pressure of these counters is tuned to tag different particles at

different momenta.

ProtoDUNE
-SP

Time of Flight

Momentum Spectrometer Beam line Trigger

28.575 m
XBTF XBPF

XCET
XBPF XBTF

XBTF XBPF

Figure 2.11: Figure shows the relative positions of the trigger counters (XBTFs), bending
magnets (triangles), profile monitors (XBPFs) and Cerenkov detectors (XCETs) in the H4-
VLE beam line. Figure is taken from the reference [26].

2.1.8 Particle identification logic

A combination of TOF and Cerenkov information is used to identify beam particles across

the whole momentum range, 0.3-7 GeV/c. Table 2.2 summarizes the TOF and Cerenkov

information for different particle species. Based on the distance between the TOF monitors

(28.575 m) and the particle’s momentum and its mass the TOF for different particles can be

estimated. Figure 2.12 shows the observed and expected TOF for different beam particles

(K, e, µ, π, p, and d) used in ProtoDUNE-SP.
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Table 2.2: A summary of beam line instrumentation logic used in the identification of particle
types. For the high-pressure Cerenkov (XCET-H) and the low-pressure Cerenkov (XCET-L),
zero and one represent the absence and presence of a signal respectively. Table is taken from
the reference [26].

Momentum (GeV/c)
1 2 3 6 - 7

e
TOF (ns) 0, 105 0, 105 – –
XCET-L 1 1 1 1
XCET-H – – 1 1

µ / π
TOF (ns) 0, 110 0, 103 – –
XCET-L 0 0 0 1
XCET-H – – 1 1

K
TOF (ns) – – – –
XCET-L – – 0 0
XCET-H – – 0 1

p
TOF (ns) 110, 160 103, 160 – –
XCET-L 0 0 0 0
XCET-H – – 0 0

2.2 LArSoft framework for simulation, reconstruction,

and analysis:

The LArSoft [62] “project/collaboration provides an integrated, art-based, experiment-agnostic

set of software tools for LAr neutrino experiments to perform simulation, reconstruction, and

analysis”. The software works for all planned and running LArTPC experiments at Fermilab

and is written in C++ and built on the ROOT [63] data analysis software and the art event

processing framework [64].

Monte Carlo event generators and Geant4 are used for the simulation of the passage of

a particle through the detector. LArSoft provides an interface for event generators and

Geant4. In ProtoDUNE-SP there are three main sources of particles: the beam particles

coming from the beamline, the cosmic ray particles, and the beam halo particles which come

from both beamline and other upstream sources. There are different generating processes for

each type of particle. Beam particles are generated using the G4Beamline event generator

which is used by CERN as standard too for beamline simulation. Cosmic-ray events are
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Figure 2.12: The distribution of particles’ time of flight against reconstructed momentum
from several runs at various beam reference momenta. The red curves are predictions for e,
µ, π, K, p and deuterons (d) in order of increasing time of flight. The figure is taken from [26].

simulated with CRY [65] event generator or CORSIKA [66].

The GDML files [67] store the detail of the detector geometry. These files are generated

by the GeGeDe geometry [68] system and contain all the specifications of the detector includ-

ing location sizes, shapes, and material content of the detector components, the active liquid

argon volume, and the surrounding materials, and the experimental hall. The active volume

is divided into small cubes called voxels. Geant4 tracks particles as they pass through the

active volume with each step ending at the voxel boundary and calculates the energy de-

posited by each particle in each step. The simulation of ionization and scintillation photons

is performed by one of the two algorithms: a dedicated parameterization that depends on

the electric field and the ionization density [69], or NEST [70], which is tuned to previous noble-
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liquid experimental results. Thousands of drifting electrons and photons are produced per

cm of charged particle track in the detector. Computational techniques are incorporated in

LArSoft to provide efficient simulation without loss of accuracy. All the factors which affect

the ionization charge produced in the detector such as electron attachment to impurities,

space charge effect, diffusion, which are discussed in section 3.1, are simulated in LArSoft.

After the simulation of particles passing through the medium a Pandora Software pack-

age is used to reconstruct the particle trajectory and energy. In the Monte-Carlo simulation,

we attempt to replicate the ProtoDUNE-SP data as closely as possible. With time there is

development in computational techniques and improvement in the understanding of detector

physics. To incorporate the improvement in the technology and the understanding of de-

tector physics new Monte-Carlo samples are produced on a timely basis. The Monte-Carlo

samples act as an important tool to validate the ProtoDUNE-SP data results.
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Chapter 3

Detector calibration

LArTPC provides excellent position and energy reconstruction of a particle passing through

the medium. However, there are several factors including Space Charge Effect (SCE), at-

tenuation due to electro-negative impurities in liquid argon such as O2 and H2O, diffusion

which affects the position and energy reconstruction of the incident particle. These factors

distort the particle trajectory as well as cause non-uniformity in the charge deposition in

various parts of the detector. In the detector calibration procedure, we first remove the

non-uniformity in charge deposition and secondly determine an absolute scale factor to con-

vert deposited charge into deposited energy by a particle as it passes through the medium,

which enables us to measure the energy of the incident particle. In this chapter, I will

discuss in detail the various sources of non-uniformity in charge deposition followed by the

discussion of the calibration technique I developed for ProtoDUNE-SP detector, which uses

cosmogenic muons as a standard candle for charge and energy scale calibration. The cosmic

muon-based calibration technique for a LArTPC was first developed in the MicroBooNE

experiment [71]. In the chapter, I will discuss the charge and energy calibration study I did

for ProtoDUNE-SP. The study has been published in [26].
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3.1 Non-uniformity in charge deposition

As a particle passes through a LArTPC it ionizes the argon inside the TPC producing

electron-ion pairs. A strong electric field is applied between the cathode and the anode

planes. In ProtoDUNE-SP a nominal electric field of ∼ 500 V/cm was used, which corre-

sponds to a potential difference of ∼ 180 kV between the anode and cathode plane in the

TPC. The ionization electrons drift towards the anode under the influence of the applied

electric field. A bias voltage is applied between the wire planes in such a way that the elec-

trons pass through the induction wires producing bipolar signals and finally get collected at

the collection wires. Energy reconstruction for different views (wire planes) is carried out

based on the charge received at the anode. A range of factors causes non-uniformity in the

charge deposition in various parts of the detector. Here, I will discuss some of the factors

that cause non-uniformity in the charge deposition.

3.1.1 Space Charge Effect

The space charge effect is the most dominant cause of non-uniformity in charge deposition

for a LArTPC built at the surface of the earth. As ProtoDUNE-SP is built at the surface

of the earth each minute ∼ 10, 000 cosmic ray muons are incident per m2 of the detector

surface area [72]. These muons create electron-ion pairs in the detector. During the beam

data taking ProtoDUNE-SP was running at an average electric field of 0.4867 kV/cm and

the average recorded temperature was 87.68 K. At an electric field of 0.4867 kV/cm and

temperature of 87.68 K, the average electron drift velocity is 1.56 mm/µs. Walkowiak [73]

carried out studies to relate electric field to the drift velocity in a parametric form. A similar

study has been done in the ICARUS experiment [39] to relate the electric field to the drift

velocity. A LArSoft package [74] combines the Walkowiak’s and ICARUS studies in different

electric field and temperature regions which I used for converting electric field into drift ve-

locity and vice versa. The positive ion drift velocity is not very well known. However, based

on [75–77], positive ion drift velocity is at least 5 orders of magnitude lower than the electron

drift velocity. The electrons owing to their relatively higher drift velocity move swiftly to the
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anode, where they are collected, while the bulky positively charged ions slowly drift towards

the cathode. As soon as we turn on the electric field, the excess positive charge starts to

build up in the detector. This excess positive charge known as space charge creates its own

electric field. The resultant electric field is now a combination of the applied electric field

and space charge-induced electric field. The resultant electric field is no longer only along

the drift direction, a transverse component of the electric field is also introduced in the de-

tector. The space charge effect in addition to distorting the applied electric field distorts the

particle trajectory termed spatial distortion. The resultant electric field is now a function of

the position coordinates x, y, and z.

Figure 3.1: Cathode Plane Assembly frames in ProtoDUNE-SP. The figure is taken from [36].

Figure 3.1 shows the drawing of the ProtoDUNE-SP cathode plane assembly (CPA) [36] which
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consists of 18 modules. The modules hold the CPA panel which is ∼ 3mm thick. The frames

are ∼ 3.0 cm thick and present on both sides of the CPA panel. These frames are made up

of FR4 material. Particles pass through the frame without producing ionization electrons.

Cathode-anode crossing cosmic-ray muons are used to produce an image of the CPA panel.

The selection of cathode-anode crossing tracks is made based on the time difference between

the maximum and minimum peak times for the hits on the track segment confined to a drift

volume (either x < 0 or x < 0 drift volume). Figure 3.2 shows the difference of the maximum

and the minimum peak times (∆T) for cosmic-ray muon track segments for protoDUNE-SP

data in a drift volume. The cathode-anode crossing tracks have the maximum possible value

of ∆T as they have to cover the entire drift volume. In figure 3.2 the tracks with ∆T lying in

the dotted region is selected as cathode-anode crossing tracks. For x > 0 region the selected

tracks have a ∆T values between 4580− 4610 time ticks (2290− 2305µs) and for x < 0 the

selected tracks have drift times between 4590 − 4620 time ticks (2295 − 2310µs). There is

a small difference in the cathode-anode drift times on the two drift volumes which could be

caused by different reasons including cathode-anode distance possibly not being the same on

the two drift volumes.

Figure 3.3 shows the image of the CPA panel made using cosmic-ray muons. The plot

is made using tracks that cross the cathode and an anode plane. The plot shows the distri-

bution of reconstructed y and z position of the hit closest to CPA (or in other words the hit

in a track taking the longest time to reach the anode plane) for the sample of cathode-anode

crossing tracks selected based on the ∆T distribution as discussed above. Due to the ∆T

cut, the tracks passing through the frames do not appear on the plot as for those tracks

cathode-anode drift distance is shorter owing to the portion of the track passing through the

frames leaving no ionization. The gaps in the figure 3.3 correspond to the location of the

frames. As can be seen from figure 3.1, CPA frames are straight bars (7 horizontal bars and

4 vertical bars). However, in the image of the frames in figure 3.3, the bars are no longer

straight. The transverse component of the electric field introduced by the space charge effect

causes the ionized charge to displace along the y and z direction which makes the image of
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the frame appear curved. The distortion along y and z coordinates appear to be smaller to-

wards the center of the CPA. Near the edges of the CPA, a distortion of ∼ 30 cm is observed.

The space charge effect also distorts the electric field along the drift direction which leads

to non-uniform drift electric field and hence non-uniform drift velocity. Thus the x position

reconstruction which is done using a constant drift velocity is also affected by space charge.

The space charge distorts the 3D trajectory of a particle. When a particle passes through

the TPC we use the charge deposited per unit length of the track(dQ/dx) for energy recon-

struction. The dQ corresponds to the charge corresponding to a hit and dx is the spacing

between hits also known as pitch. Space charge effect affects dx as well as dQ which is

discussed in section 3.1.2.

(a) x > 0 (b) x < 0

Figure 3.2: Cathode-anode crossing track selection based on the drift times for x > 0 region
(a), and x < 0 region (b). The tracks inside the dotted lines are selected as cathode-anode
crossing tracks. The leading peak is due to the cathode-anode crossing tracks passing through
the frames.

3.1.2 Recombination Effect

As ionization electrons are produced in a medium the interaction with the surrounding

medium thermalizes the ionisation electrons which may recombine with the parent ion under

the influence of the Coulomb field of the pair, or may recombine with nearby ions. Re-

attachment with the parent ion is the dominant recombination process based on Osnager
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(a) x > 0 (b) x < 0

Figure 3.3: Cathode-anode crossing track selection based on the drift times for x > 0 region
(a), and x < 0 region (b). The tracks inside the dotted lines are selected as cathode-anode
crossing tracks.

geminate theory [78]. A global model cannot describe the recombination at all energies and

electric field. Different recombination models have been developed for a LArTPC with some

pioneering work done in ICARUS [51] and ArgoNeut experiment [79]. ICARUS was the first

experiment to study the recombination effect for varying stopping power (dE/dx) and electric

field(E ). Figure 3.4 shows the recombination factors, which is the fraction of electrons

remaining after recombination takes place, for different models used in a LArTPC as a

function of the stopping power (dE/dx) at fixed electric field of 0.5 kV/cm. The ICARUS

data is well described by the Birk’s model [80] as shown in equation 3.1,

RICARUS =
AB

1 + kB.(dE/dx)/E
(3.1)

with AB = 0.800± 0.003 and kB = 0.0486± 0.0006 (kV/cm)(g/cm2)/MeV .

Stopping power (dE/dx) is reconstructed using the equation 3.2,

dE/dx = (dQ/dx)/(RWion) (3.2)
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where Wion = 23.6× 10−6 MeV/electron (the work function of argon). Using Birk’s form [79]

of the recombination the stopping power is given by equation 3.3,

dE/dx =
dQ/dx

AB/Wion − kB(dQ/dx)/E
(3.3)

As the denominator in equation 3.3 approaches 0 the value of dE/dx becomes very high,

however this issue is not present in the inverse Box model equation [79],

dE/dx = (exp(βWion.(dQ/dx))− α)/β (3.4)

All the recombination models require knowledge of the electric field. As the electric field is

non-uniform in the presence of SCE, this leads to non-uniformity in dQ/dx values in different

parts of the TPC. Thus the accurate determination of electric field as a function of position

coordinates becomes very important for reliable energy reconstruction.

3.1.3 Attenuation due to electro-negative impurites

The electro-negative impurities such as O2 and H2O present in liquid argon absorb the

electrons traveling towards the anode. This results in a lower number of electrons reaching

the anode. As a result, the signal received at the anode gets attenuated. The charge loss

due to electro-negative impurities depends on the drift time or equivalently drift distance,

the longer the charge has to drift in argon more likely it is to be absorbed by the impurities.

Q(tdrift) = Q(0)× e−
tdrift
τ (3.5)

Q(xdrift) = Q(0)× e−
xdrift/vdrift

τ (3.6)

where

Q(0) = charge liberated and observed for 0 drift,

Q(tdrift) = charge reaching the anode if a charge Q(0) is liberated in the TPC and takes time
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Figure 3.4: Recombination as a function of stopping power (dE/dx) for various recombina-
tion model used in LArTPC. The Birk’s equation using ICARUS parameters (blue curve),
the ”canonical” Box model with α = 1 and β = 0.83 (red curve) and the modified Box
model with α = 0.93 and β = 0.30 (dotted red curve). The plot is taken from the ArgoNeuT
recombination analysis publication [79].

tdrift to reach the anode,

τ = ionisation electron lifetime, which is indicative of the purity of liquid argon,

vdrift = electron drift velocity in liquid argon,

xdrift = drift distance to the anode.

An advanced liquid argon purification system is used in ProtoDUNE-SP which is described

in section 2.1.2. Purity monitors are used for recording the liquid argon purity, besides, the

lifetime can also be measured using energetic cosmic ray muons following equation 3.6.
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3.1.4 Diffussion

Diffusion is responsible for the spreading of charge along the direction of motion and in the

direction transverse to the direction of motion of electrons. The smearing along the drift

direction is known as longitudinal diffusion and the smearing along the transverse direction

is known as transverse diffusion. The diffusion changes the width and the peak value of a

signal. The longitudinal smearing increases with drift distance and follows the equation 3.7.

σ2
t = σ2

0 +
2DLx

v3d
(3.7)

where

σt is the rms width of a hit with drift time t.

σ0 is the inherent pulse width, it is a convolution of wire and electronics response and depends

on the detector properties.

vd is average the electron drift velocity

DL is the longitudinal diffusion constant

x is the drift distance

Transverse diffusion causes the charge to spread to the adjacent wires. As tracks pass through

the TPC at different angles, we observe a combined effect of longitudinal and transverse

diffusion on the signal waveform we record at the anode.

3.1.5 Other non-uniformity causes

The remaining sources of non-uniformity are mainly detector-specific sources. These include

non-uniform wire response, electronics gain variation for different TPC channels, distortion

caused by electron diverters which are placed in between APA gap to move the charge

away from the gap, shorted TPC channel. A dedicated calibration technique to remove

the electronics gain variation has been developed in ProtoDUNE-SP. Other, sources of non-

uniformity are removed using detector response for cosmic ray muons as described in the

next section.
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3.2 Charge calibration

The detector calibration is carried out in two steps, the charge calibration, and the energy

calibration. In the charge calibration, we remove the non-uniformity in the energy deposition

to make the detector response uniform throughout the TPC. In the energy calibration, which

is discussed in detail in the next section, we determine a constant scaling factor to convert

charge deposition into energy. This section focuses on the charge calibration procedure.

We carry out the charge calibration using energetic through-going cosmic ray muons. The

energy loss per unit length for muons is uniform for a wide range of kinetic energy [11]. From

figure 3.5 we can see for a few GeV of momentum above the minimum ionizing value the

variation in dE/dx is small. We use the detector response for energetic cosmic ray muons

as a data-driven correction to remove the non-uniformity in charge deposition. The charge

calibration is carried out in two steps, YZ calibration, and X calibration. Here, I describe

the selection of events that I use to carry out the charge calibration.

3.2.1 Event selection

The tracks used for the charge calibration analysis have to be energetic (should not stop

inside the TPC) and well reconstructed. The following selection criteria have to be met by

the tracks selected for charge calibration.

• Fiducial volume requirements: I define a fiducial volume V1, which is a rectangular

prism such that the points inside the volume satisfy |x| < 350 cm, 40cm< y < 560cm,

and 40cm< z < 655cm. I require both the ends of the track to be outside the fiducial

volume V1. This requirement is to ensure that the track selected is not stopping

inside the TPC or in other words, the portion of the track inside the fiducial volume

V1 lies in a uniform energy loss (dE/dx region. As can be seen from figure 3.5 near

the stopping point of the muons (momentum lower than minimum ionizing value) the

stopping power (dE/dx) changes significantly for a small change in momentum.

• Angular requirements: The reconstruction capability of a LArTPC is limited for
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Figure 3.5: µ+ stopping power in copper as a function of momentum in Cu. In a wide
momentum range ∼ 1 − 5 GeV the mass stopping power (dE/dx) variation is small. The
figure is taken from the particle data group [11].

tracks passing parallel to a wire or moving parallel to the drift direction. For such

tracks, all the charge from the incident particle gets deposited in a single wire thus

leading to the poor reconstruction of the deposited charge. In ProtoDUNE-SP 3 dif-

ferent wire planes are at different angular orientation, a poorly reconstructed in one of

the wire planes could be well reconstructed in the remaining views. This is one of the

advantages of using multiple wire planes at different angular orientations. We define

two angles θxz (which is the angle made by the projection of a track on the xz plane

with the z direction) and θyz (which is the angle made by the projection of a track on

the yz plane with the z direction). Figure 3.6 shows θxz and θyz for coordinate system

used in ProtoDUNE-SP. We make a distribution of average dQ/dx vs θxz and θyz for 3

different planes using through-going cosmic ray muons. From figure 3.7, 3.8 and 3.9 it

is evident that the tracks at certain angular orientation have a very low dQ/dx. The

angular cuts are data-driven and different for various wire planes. Following are the
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angular cuts used for the 3 planes:

!"#

!$#

X

Y

Z

O

Figure 3.6: θxz and θyz definition based on the coordinate system used in ProtoDUNE-SP
detector. The figure is taken from [26].

– For collection plane the tracks with 65◦ < |θxz| < 115◦ and 70◦ < |θyz| < 110◦ are

removed figure 3.7. The selection criteria is the same for both drift volumes.

– For induction (V) plane there are different angular requirements for the two drift

volume based on the average dQ/dx distribution figure 3.8:

∗ For x < 0, I select the tracks with θxz > 130◦ and θyz not lying between 80◦

and 100◦.

∗ For x > 0, I select the tracks with θxz < 40◦ and θyz < not lying between 80◦

and 100◦.

– For induction (U) plane as well the angular requirements are different on the two

drift volumes based on the average dQ/dx distribution figure 3.9::
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∗ For x < 0, I select the tracks with θxz < 40◦ and θyz < not lying between 80◦

and 100◦.

∗ For x > 0, I select the tracks with θxz > 130◦ and θyz < not lying between

80◦ and 100◦.

(a) x > 0 (b) x < 0

Figure 3.7: Average dQ/dx distributions for ProtoDUNE-SP Run 5770 as functions of θxz
and θyz in the collection plane. The color scale represents average dQ/dx. The regions inside
the dashed lines show the track incident angles excluded for the collection plane. 106764
through-going cosmic ray muon tracks were used in making the plots, which constitutes 24.8%
of the total number of cathode-crossing tracks in Run 5770. The plots are for collection plane
and taken from [26]

(a) x > 0 (b) x < 0

Figure 3.8: Average dQ/dx distributions for ProtoDUNE-SP Run 5770 as functions of θxz
and θyz in the induction (V) plane. The color scale represents average dQ/dx.
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(a) x > 0 (b) x < 0

Figure 3.9: Average dQ/dx distributions for ProtoDUNE-SP Run 5770 as functions of θxz
and θyz in the induction (U) plane. The color scale represents average dQ/dx.

Tracks passing the above selection criteria are used for charge calibration (or dQ/dx

calibration). Electronics gain variation is removed from the pulser data as discussed in

detail in the ProtoDUNE-SP performance paper [26] and SCE is removed using data-driven

electric field and spatial distortion map [26]. The remaining non-uniformity in dQ/dx caused

by impurities in liquid argon, non-uniform wire response, residual SCE after dedicated SCE

calibration, etc are removed using the detector response for through-going cosmic ray muons

as a standard candle. The charge calibration is carried out in two steps:

• YZ correction factors: Different anode wires may have slightly different wire re-

sponses leading to different transparency, this may lead to a difference in the measured

waveform in different wires for the same charge collected at the anode. Also, the grid

plane on the APA 3 was found to be disconnected during data taking, this caused

APA 3 to behave differently compared to other APAs. There is a gap of 2cm between

adjacent APAs, electron diverters are placed to push away the charge from the gap

towards the active APA wires. However, this led to the charge collected in the wires

near the APA boundary being low. Transverse diffusion causes the charge to smear to

the adjacent wires. All these factors cause non-uniformity on the charge deposition,

the non-uniformity being y and z dependent. To the first approximation, we assume

the yz distortion is independent of x and the correction factors are averaged over x in

49



a drift volume. To correct for this non-uniformity we divide the yz plane in the two

ProtoDUNE drift volumes into many 5 cm×5 cm bins. Considering the dQ/dx values

of all the hits lying in a particular bin, the median dQ/dx value is calculated for each

bin and denoted (dQ/dx)localYZ . Further, we calculate the median dQ/dx value consid-

ering the hits in the entire drift volume, which is denoted (dQ/dx)globalYZ . We chose the

median value as there will be some hits with very large dQ/dx values mainly coming

from the delta rays, these will dominate the mean value, thus considering the median

value is a better indicator of the charge deposited in each bin. The YZ correction

factor is then defined as [26]

C(y, z) =
(dQ/dx)globalYZ

(dQ/dx)localYZ

. (3.8)

Figure 3.10 shows the median dQ/dx values as a function of y and z coordinates for the

collection plane for ProtoDUNE-SP run 5770. Except for a few bins the dQ/dx value is

quite uniform which exhibits the excellent performance of the detector. The low dQ/dx

bins on the X < 0 plot appearing to divide the yz plane into 3 parts corresponds to

the location of the grounded electron diverters. The electron diverters were installed

to push the charge away from the gap between the APAs, this inadvertently causes the

charge to move away from the nearby regions thus leading to low charge collection in

the active region close to APA boundaries. Besides, there are some bins with distinctly

low dQ/dx such as the ones on the corner of the TPC on both drift volumes, these

are due to detector physical structure. Some stripes can be seen in the distribution

which results from a malfunctioning TPC channel. Figure 3.11 shows the YZ correction

factors as a function of y and z coordinate for run 5770. The yz correction factors are

close to 1 for the majority of the distribution.

• X correction factors: The dQ/dx values along the drift direction (x coordinate)

are affected by many factors including attenuation due to electro-negative impurities,

longitudinal diffusion, remaining SCE distortion not removed by the dedicated SCE
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(a) x > 0 (b) x < 0

Figure 3.10: Median dQ/dx distributions for ProtoDUNE-SP Run 5770 as functions of y
and z coordinate. The color scale represents the median dQ/dx. The plots are for collection
plane and taken from [26].

(a) x > 0 (b) x < 0

Figure 3.11: YZ correction factors factors for collection plane for run 5770 (a)x > 0, (b)x < 0.
The plots are taken from [26].

calibration. We first, remove the non-uniformity along the yz direction applying the YZ

correction factors to each hit based on the y and z position of the hit. The remaining

non-uniformity is only x dependent. To carry out the X calibration we divide the total

drift volume into multiple 10 cm bins along the drift direction. The median dQ/dx

value for each bin is calculated, termed as (dQ/dx)localX and the median dQ/dx value

for the entire TPC is calculated termed as (dQ/dx)globalX . The X correction factor is
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defined as [26]

C(x) =
(dQ/dx)globalX

(dQ/dx)localX

. (3.9)

Moreover, the hits in the bin closest to the anode plane are least affected by any non-

uniformity as they have to travel a negligible distance to arrive at the anode. After

applying the YZ and X correction factors we normalize the calibrated dQ/dx value

to the average of the dQ/dx values at the two APAs. After all the steps of charge

calibration, we recover the expected dQ/dx value in the absence of any non-uniformity.

The normalization factor is given by

NQ =
(dQ/dx)anode

(dQ/dx)global
. (3.10)

The corrected dQ/dx value is given by,

(dQ/dx)corrected = NQC(y, z)C(x)(dQ/dx)reconstructed (3.11)

where (dQ/dx)reconstructed is the measured dQ/dx value in ADC/cm.

Figure 3.12a shows the median dQ/dx as a function of x coordinate for ProtoDUNE-SP

run 5770. Plot shows the dQ/dx value decreases exponentially as the distance from the

anode increases. This behaviour is due to the absorption of ionisation electrons by electro-

negative impurities such as O2 and H2O as they drift in argon towards the anode. We can

determine the electron lifetime fitting plot to equation 3.5. The electron lifetime for the

distribution shown in the plot 3.12a is ∼ 12 ms. Figure 3.12 shows the X correction factors

as a function of x coordinate for ProtoDUNE-SP run 5770.

Figure 3.13 shows the plot of dQ/dx distribution for through-going cosmic ray muons before

and after charge calibration. We can see the width of the dQ/dx distribution is narrower

after charge calibration. Once we derive the correction factors to make dQ/dx distribution
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(a) dQ/dx vs x (b) X correction factors

Figure 3.12: Median dQ/dx vs x (a) and the corresponding X correction factors (b), for
ProtoDUNE-SP Run 5770. The plots are for collection plane and taken from [26].

uniform throughout the TPC, we select a sample of stopping cosmic ray muons to carry out

the energy scale calibration (or dE/dx calibration) in which we determine an absolute scale

factor to convert the charge into energy.

Figure 3.13: dQ/dx distribution for through-going cosmic ray muons before and after charge
calibration. The plot is taken from [26].
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3.3 Energy scale calibration:

Energy calibration is carried out using cosmic ray muons which stop inside the TPC. For

stopping muons we have a portion of the track for which dE/dx is theoretically known to

better than 1%. The theoretical predictions of most probable dE/dx value as a function of

kinetic energy is based on Landau-Vavilov theory [11]. Figure 3.14 shows the most probable

dE/dx as a function of kinetic energy and residual range. We use the minimum ionising

region of Kinetic energy, 250-450 MeV, which corresponds to a residual range (distance from

the end of the track) of 120-200cm, in this region dE/dx variation is within 1%. Following

selection criteria are used for stopping muon selection:

• Fiducial volume cuts: For stopping muon selection we require one end of the track

to be outside the TPC and the other end to be inside the TPC. I define a fiducial

volume V2, which is the rectangular prism inside fiducial volume V1 (described in

section 3.2) containing points satisfying |x| < 330 cm, 50 cm < y < 545 cm, and

50 cm < z < 645 cm. I require the tracks to start outside the fiducial volume V1 and

end inside the fiducial volume V2.

• Angular cuts:The angular requirements for removing the poorly reconstructed tracks

are the same as for through-going cosmic ray muons as discussed in section 3.2.1.

• Removing Broken tracks: Due to reconstruction inefficiencies, some particle trajec-

tory are reconstructed as two or more tracks, which mimic a stopping muon although

the particle may not have stopped inside the TPC or the end of the track segment

may not be the true endpoint in the case of particle stopping inside the TPC. We need

to remove such tracks to get a pure sample of stopping muons. If the start/endpoints

of the two tracks are within 30 cm of each other and the angle between them is less

than 14◦, both the tracks are removed. Also, due to a small gap (∼ 2 cm) between

the APAs, there is a tendency for a track to break into multiple segments as they pass

through an APA boundary. Additionally, I remove any track which starts or stops

within 5cm of the APA boundary.
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(a) Most probable dE/dx vs Kinetic Energy

(b) Most probable dE/dx vs residual range

Figure 3.14: Most probable dE/dx vs Kinetic energy (a) and the most probable dE/dx
vs residual range (which is the range of a particle at corresponding kinetic energy)(b) for
muons in argon. The theoretical predictions are based on Landau-Vavilov theory. The
residual range is obtained from kinetic energy based on [81].
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• Removing tracks with early and late hits: The time window used for an event

in protoDUNE-SP is 3000 ms. The activities before and after the time window are

not recorded in an event. We remove tracks that may be cut off by the 3000 ms

TPC readout window boundaries and which may mimic a stopping muon. If any hit

associated with a track has a peak time less than 125 ms ticks or greater than 2950 ms,

the track is removed.

• Removing tracks with Michel hits attached: µ+ decays into e+, νe, and ν̄µ

∼ 100% of time, while µ− are often captured by positive ions in liquid argon. In the

case of muon decay, there is a short electron track, also known as Michel electron, near

the end of the parent muon track. It was observed that the reconstruction algorithm

often misses some of the muon hits during muon track reconstruction or in some cases

includes the hits from the nearby Michel electron in the parent muon track. In such a

case the energy loss per unit length (dE/dx) no longer follows the theoretical predic-

tion from Landau-Vavilov. We thus remove the muon tracks which decay into Michel

electron. For this, we need to identify the cases where muon decays into an electron.

For this, we identify the wire number and hit peak time of the last hit on the track and

count the number of hits within ±5 wires and ±50 ticks from the last hit of the track

and not belonging to the track or any other track longer than 100 cm. A count greater

than 0, suggests Michel electron-like activity around the end of the muon track, we

remove such tracks. If all the Michel hits are attached to the parent muon track the

number of hits counted will be 0, in such a case we look at the ratio of the median

charge deposited for the last 5 cm to the first 5 cm of the track, figure 3.15. For a

stopping muon, the charge deposited near the end of the track should be significantly

higher than at the beginning of the track or charge deposited by a Michel electron. I

discard tracks with a ratio of less than 1.4.

The tracks passing the above selection criteria are selected for energy scale calibration.

As there is no dearth of cosmic muons in ProtoDUNE-SP, as it is located at the surface of

the earth, our primary goal was to obtain a highly pure sample of stopping muons. Purity
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Figure 3.15: Ratio of the median dQ/dx for the last 5 cm and first 5 cm of a stopping muon
track. Based on the distribution tracks with ratio>1.4 are selected as stopping muon track.

is defined as,

purity =
Number of true stopping muons in the selected sample

Number of stopping muons passing the selection criteria
(3.12)

The purity is estimated based on the Monte-Carlo study. The true stopping points and the

true particle id are known for Monte-Carlo. If the true endpoint lies inside the active volume

of the TPC and the particle is a muon we consider the particle to be a true stopping muon.

A purity of 99.74% is achieved in the Monte-Carlo study.

We apply the correction factors to the dQ/dx values following equation 3.11 to obtain cali-

brated dQ/dx values. The theoretical most probable dE/dx value as a function of residual

range for stopping muon tracks in LAr is accurately predicted by Landau-Vavilov theory. The

experimental dE/dx values are obtained from calibrated dQ/dx values using Modified Box

Model [79] with calibration constant as a free parameter. The Modified Box Model equation
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can be written as,

(
dE

dx

)
calibrated

=

(
exp

(
(dQ
dx

)calibrated

Ccal

β′Wion

ρE

)
− α

)(
ρE

β′

)
, (3.13)

where

Ccal = Calibration constant used to convert ADC values to number of electrons,

Wion = 23.6× 10−6 MeV/electron (the work function of argon),

E = E field based on the measured space charge map,

ρ = 1.38 g/cm3 (liquid argon density at a pressure of 124.106 kPa),

α = 0.93, and

β′ = 0.212 (kV/cm)(g/cm2)/MeV.

α and β′ are the Modified Box model parameters which were measured by the ArgoNeuT

experiment at an electric field strength of 0.481 kV/cm [? ].

The calibration constant Ccal is a free parameter in the Modified Box model. In ProtoDUNE-

SP Ccal is normalized so that the unit (“ADC×tick”) corresponds to 200 electrons. In the

case where the detector response is perfectly modeled, the calibration constant Ccal should

be exactly 1/200 = 5×10−3 ADC×tick/e. To derive the calibration constant we fit the

dE/dx (equation 3.13) from the calibrated dQ/dx along the muon track in the minimum

ionizing region (which corresponds to 120 to 200 cm from the stopping point of the track)

to the theoretical prediction from Landau-Vavilov using Ccal as a free parameter under χ2

minimization. The methodology for the energy calibration is described as follows:

• For each track passing the above selection criteria, the first 200 cm from the end of the

track is considered and divided into 5 cm bins based on the distance from the stopping

point(residual range).

• For each residual range bin, dE/dx distribution is plotted and fitted to a Landau-

Gaussian distribution [11;82] to determine the most probable value of dE/dx for a par-

ticular residual range bin. Figure 3.16 demonstrates dE/dx distribution for one of
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the residual range bin (residual range between 140 to 145 cm) and the corresponding

Landau-Gauss fit to obtain the most probable dE/dx value.

Figure 3.16: dE/dx distribution fitted with a Landau convoluted Gaussian function for
residual range values between 140 cm to 145 cm.

• Considering the bins with residual range between 120 cm to 200 cm(or Kinetic energy

between 250 MeV to 450 MeV) we estimate the χ2 value for a wide range of calibration

constants. The χ2 is calculated using the relation,

χ2 = Σ(
(MPV (dE/dx)prediction −MPV (dE/dx)Measured)

2

σ2
) (3.14)

Here the sum is over the bins with kinetic energy between 250 MeV to 450 MeV.

The uncertainty is the error on the fit calculated using, σ2 = δ2fit.The Ccal value

corresponding to the minimum χ2 is the final calibration constant.

Figure 3.17 shows the χ2 values for different calibration constants for ProtoDUNE-SPdata

run 5770 and ProtoDUNE-SP Monte-Carlo simulation. Figure 3.18 shows the χ2-χ2
min for

different calibration constant. The statistical uncertainty is estimated by evaluating Ccal

values for χ2-χ2
min=1. The table below shows the calibration constants for data run 5770

and Monte-Carlo simulation:
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(a) Data run 5770

(b) Monte-Carlo

Figure 3.17: χ2 vs calibration constant for ProtoDUNE-SP data run 5770 (a) and the Monte-
Carlo simulation (b).

60



(a) Data run 5770

4.992 4.994 4.996 4.998 5 5.002 5.004

3−10×

Calibration constant

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

2 m
in

χ-2 χ

(b) Monte-Carlo

Figure 3.18: χ2-χ2
min vs calibration constant for ProtoDUNE-SP data run 5770 (a) and the

Monte-Carlo simulation (b). The pair of dotted lines indicate the 68.3% confidence interval
for measure Ccal.
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Table 3.1: Values of calibration constants for the collection plane in MC and data.

Data MC
Fitted value of Ccal (5.590 ± 0.003) ×10−3 ADC×tick/e (4.998 ± 0.003) ×10−3 ADC×tick/e

Figure 3.19 shows the comparison of measured dE/dx to the prediction from Landau-Vavilov

theory. The measured values are corresponding to the calibration constant with minimum

χ2.

Figure 3.20a and 3.20b shows the calibrated dE/dx vs residual range for ProtoDUNE-SP

data run 5770 and Monte-Carlo simulation respectively. The black curve in the figures rep-

resent the theoretical predictions from Ladau-Vavilov. Figure 3.20c shows the dE/dx for

stopping muons.

3.4 Results and conclusion

In cosmic muon-based calibration, I derived the X and YZ calibration constants to remove the

non-uniformity in charge deposition in various parts of the detector and the calibration con-

stant to determine the absolute energy scale. One of the major goals of ProtoDUNE-SP was

to study the detector response for different test beam particles, the cosmic muon-based cali-

bration is applied to all other particle species with excellent results thus enabling the study of

detector response for various test beam particles. The results from the cosmic muon-based

calibration scheme are used in various ProtoDUNE-SP physics analyses including Michel

energy spectrum, π0 energy reconstruction studies, electron shower energy reconstruction.

Figure 3.21 show the results of muon based calibration applied to protons. The plots are

taken from ProtoDUNE-SP performance paper [26]. The study demonstrates the calibration

scheme can be applied to any LArTPC with enough cosmic ray muons incident and valid for

any particle species. The charge calibration procedure requires a good detector coverage in a

short period which may not be possible for DUNE, while we may use laser beam to perform
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(a) Data run 5770

(b) Monte-Carlo

Figure 3.19: Most probable dE/dx compared to Landau-Vavilov theory for data run 5770
(a) and Monte-Carlo simulation (b).
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(a) Data (b) MC

(c) dE/dx comparison

Figure 3.20: Stopping muon dE/dx distributions for the ProtoDUNE-SP cosmic-ray data
and MC. The black curves in a and b are the predicted most probable values (using the
Landau-Vavilov function) of dE/dx versus residual range and c is the dE/dx distribution
for the stopping muon sample. The histograms in c are normalized such that the maximum
frequency is one. The plots are taken from ProtoDUNE-SP performance paper [26].
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a similar analysis in DUNE. However, for the energy scale calibration, we require only a few

100 stopping muon tracks which enable the scheme to be directly exported to DUNE.
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Figure 3.21: Stopping proton dE/dx versus residual range distributions for the ProtoDUNE-
SP beam data a and MC b, the expected most probable values are shown in red. The dE/dx
distributions after the SCE corrections of data and MC are shown in c. The histograms in c
are normalized such that the maximum frequency is one. The figures are taken from the
ProtoDUNE-SP performance paper [26]
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Chapter 4

Electron drift velocity measurement

in ProtoDUNE-SP

Section 3.1.1 discusses in details the impact of space charge effect (SCE) on a particle trajec-

tory in the ProtoDUNE-SP detector. In addition, SCE distorts the energy reconstruction.

As ProtoDUNE-SP is built at the surface of the earth, a large number of cosmic muons

pass through the detector each second [72]. Although SCE distorts the position and energy

reconstruction of a particle passing through the medium on the other hand this provides an

opportunity to study the effect space charge makes on a surface LArTPC. ProtoDUNE-SP

has two sets of anode plane assemblies (APAs) which makes it a particularly useful detector

to have a direct measurement of the effect of space charge. Several current LArTPCs are

operating, and others are being build or planned at the surface of the earth including Micro-

BooNE [83], ICARUS [39], SBN [84] near detector to name a few. DUNE near detector will also

be built at the surface of the earth. The techniques developed in protoDUNE-SP will be

immensely useful to have a better understanding of the effect of space charge on the surface

LArTPCs. In this chapter, I will discuss a novel technique that I developed to measure the

electron drift velocity in the presence of the space charge effect.
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4.1 Theoretical estimate of space charge effect for ion-

ization detectors

The theoretical treatment of SCE is based on the study of space charge in ionization detec-

tors [85]. The first study of the effect of the varying distribution of electric field was considered

by Child [86] and Langmuir [87]. They studied the effect of spatially varying distribution of

free electrons on the operation of a vacuum diode. In a simplified approach, the electric field

variation only along the drift direction is considered, which will be along the direction of the

applied electric field in the case of positive ions. Let the positive-ion space-charge density be

ρ(x), the magnitude of the stable state electric field is E(x), and K is the ion pairs created per

cm3 of the detector per sec. The positive ion drift velocity is given by, v(x)=µE(x), where

µ is the positive ion mobility. The ion drift velocity is around 5 orders of magnitude lower

than the electron drift velocity [75–77]. Although an equal number of electrons and ions are

produced by incident cosmic muons, the electrons quickly get collected to the anode leaving

behind a net positive charge density. The continuity equation is modified to,

∇ · J +
∂ρ

∂t
= K (4.1)

where J=ρv is the positive ion current density. For the steady-state condition, considering

the variation of the electric field to be only along x direction, the equation 4.1 reduces to,

∂ρv(x)

∂x
= K (4.2)

From the Maxwell equation (in MKS units) we have,

∇ · E =
dE

dx
=
ρ

ε
(4.3)

The detailed solution of the equations above is discussed in space charge in ionization
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detectors [85], the final expression for E(x) we obtain is,

E(x) ≈ EA[1 +
1

2
.(
αE0(D − x)

EAD
)2] (4.4)

where EA is the electric field at the anode,

E0 is the nominal electric field applied between the cathode and the anode which is ≈

500 V/cm in case of ProtoDUNE-SP,

D is the distance between the cathode and the anode which 3.6 m for ProtoDUNE-SP,

x is the distance from the cathode,

α is a dimensionless parameter given by,

α =
D

E0

√
K

εµ
(4.5)

where ε is the dielectric constant of liquid argon and µ is the positive ion mobility. At a

nominal field of E0 = 0.5 kV/cm the value of α for a LArTPC built at the surface of the

earth is ≈ 0.18D [85;88]. Using equation 4.4 the electric field as a function of distance from

the cathode is shown in figure 4.1. The electric field at the anode is ∼ 16% lower and the

electric at the cathode is ∼ 10% higher than the nominal value of 500 V/cm. The electric

field measured can be used to estimate the drift velocity of electrons in liquid argon as

discussed in the LArSoft package [74]. However, there are some uncertainties in the factors

which affect the electric field calculation including K, µ, E0. The treatment here ignores the

transverse component of the electric field, the assumption although reasonable is completely

valid only for the case of an infinite size detector. In addition, the flow of liquid argon in the

detector also affects the drift velocity of ionization electrons. Considering, all these factors

the direct data-driven measurement of the electron drift velocity and the electric was carried

out, which will be discussed in the next section.

68



Figure 4.1: Theoretical prediction [85] of E(x) in the presence of SCE in ProtoDUNE-SP
detector. Here, x=0 corresponds to the CPA location and x=3.6 m corresponds to APA
location.

4.2 Data-driven drift velocity measurement

For the drift velocity measurement, I use a sample of anode-cathode-anode crossing tracks.

These tracks are special in the sense that their start and endpoints are undistorted by SCE.

The selection procedure for such tracks and the method for drift velocity measurement is

described as follows:

4.2.1 Event selection

ProtoDUNE-SP detector has two drift volumes, one on either side of the cathode. If a

particle passes through the two drift volumes the ionization electrons drift to the anode on

the same side of cathode in which they are liberated. The y and z position of the hits in the

track is reconstructed based on the anode wire where the signal is received, the x position of

the hits is reconstructed based on the time of the peak of the hit, thit. Pandora reconstruction
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algorithm [89] is used in the LArSoft framework [90] for reconstruction of the incident particle

trajectory. The x position is reconstructed using the relation,

x = xanode − vdrift × tdrift, for x > 0 region (4.6)

x = −(xanode − vdrift × tdrift), for x < 0 region (4.7)

where xanode is the x coordinate of the anode on x > 0 region, ≈ 360 cm, for ProtoDUNE-SP,

vdrift is the nominal drift velocity,

tdrift is time taken by a hit to reach the anode = thit-t0, t0 being the time at which the particle

enters the TPC.

In a LArTPC the t0 for a track can be determined based on the scintillation light signal

received on the photon detector system as a particle passes through the medium, however,

there could be some ambiguity in the t0 measured from the scintillation light as there are

many cosmic muons incident in an event. There are other techniques developed for measuring

the t0 for tracks crossing the cathode [26], but the efficiency of t0 estimation is low for tracks

incident in a certain region of the TPC. In the case of successful t0 reconstruction the track

segments in the two sides of the cathode are stitched together. In the lack of knowledge of

t0, the track segment on the two sides of the cathode does not line up even in the absence

of SCE. Figure 4.2 is a cartoon showing the reconstruction of a track with unknown t0

and passing through the two drift volumes. I first select the tracks with known t0, for the

tracks with unknown t0 I developed a technique to stitch the tracks with passes through the

two anodes and the cathode. Below, I discuss in details the technique to stitch and select

anode-cathode-anode tracks:

1. In each event, I select tracks that are confined to only one drift volume, either x < 0

or x > 0 drift volume. This is done using the TPC number of each hit in the track.

For hits in the x > 0 volume, possible TPC numbers are 2, 6, or 10 while for hits in

x < 0 volume TPC numbers can be 1, 5, or 9.

2. Corresponding to a track segment in (1) I search for a matching track segment in the

70



Figure 4.2: Figure shows the xz projection of the TPC (top view), the dotted line represents
the true trajectory of a particle passing through the medium and the two tracks segments
parallel to the true trajectory represent the reconstructed track if t0 is unknown.

other drift volume as described in the next steps.

3. A particle passes through the TPC at a speed close to the speed of light and produces

ionization electrons simultaneously along its path. However, electron drift velocity

is much smaller compared to the speed of light which causes the electrons liberated

nearest to the anode to take the least time to reach the anode. For particles passing

through the two APAs, we receive first signals at the two anodes nearly simultaneously.

Figure 4.3 shows the difference in thit at the anode for the pair of tracks on the two drift

volumes in an event. If we can find a segment in the other drift volume whose minimum

thit is within 5 ticks of the track in (1) we carry on to other selection requirements,

otherwise we start from step (1).

4. The anode-cathode-anode crossing tracks have to travel the entire drift distance of the

TPC. In figure 4.4 tmin and tmax represents the time taken to reach the APA for the

hit closest to anode and the hit closest to cathode respectively and ∆T = tmax-tmin. If

we add the ∆T values on the two sides of the cathode for a track(∆T1+∆T2), we will

get maximum possible value for anode-cathode-anode crossing tracks as they have to
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Figure 4.3: Figure shows the distribution of the difference in minimum thit for track segments
in an event in two drift volumes (tmin for x > 0 minus the tmin for x < 0). If the track
segments belong to the same particle ∆tmin should be close to 0. I select track segments
with absolute value of ∆tmin less than 5 ticks. The plot is made using cosmic ray muons in
the ProtoDUNE-SP beam runs.

cover the entire drift volume. Figure 4.5 shows the value of ∆T1+∆T2 for all tracks

passing through the two drift volumes. Based on the distribution we select tracks with

∆T1+∆T2 value between 9180 ticks to 9220 ticks (4590µs to 4610 µs).

5. For a track crossing the anode, t0 is the same as tmin in a drift volume, which enables us

to reconstruct the x coordinate of the hits in the trajectory. However in the presence

of SCE, the reconstructed x position based on equation 4.6 or 4.7 is distorted. In the

absence of SCE, the ends of the track closer to the cathode should meet each other after

position reconstruction, ignoring the 3 mm thickness of the CPA panel. In the presence

of SCE, the two segments can only get close to each other and will often not line up.

Figure 4.6a shows the 3D distance between points closest to cathode on the two drift

volumes and figure 4.6b shows the 3D distance after implementing selection criteria in
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Figure 4.4: Figure shows the xz projection of the ProtoDUNE-SP TPC. We can see the sum
of the difference between the maximum (tmax) and minimum peak times (tmin) is maximum
possible for anode-cathode-anode tracks. We use this characteristics of anode-cathode-anode
tracks for their selection.

item (1)-(4). I select tracks with a 3D distance less than 20 cm as anode-cathode-anode

crossing track.

The tracks passing the selection requirements (1)-(5) are used for drift velocity calculation,

discussed in subsequent sections.

4.2.2 Reconstructing true X position

In a LArTPC we have a direct measurement of the wire coordinates and the peak time for

each hit on a track (thit). We can determine the y and z position of a hit based on the

APA wire where the hit arrives, however, there is no direct measurement of the x position

of a hit in a LArTPC. While we directly measure the peak times for each hit, x position

reconstruction requires a known drift velocity at each point inside the TPC. The goal of this

study is to determine the drift velocity as a function of x. For our selection of tracks, we

know the coordinates of the start and the endpoint on a track precisely. The true trajectory
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Figure 4.5: Figure shows sum of the difference between the maximum (tmax) and minimum
peak times (tmin) for the track segments in the two drift volumes. The peak region between
the dotted lines corresponds to the anode-cathode-anode tracks. The plot is made using
cosmic ray muons from the ProtoDUNE-SP beam runs which consist of over 700,000 events.

74



0 10 20 30 40 50 60
R [cm]∆

0

2

4

6

8

10

310×

no
 o

f e
nt

rie
s

(a) Before any selection requirement.
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(b) After selection requirement (1)-(4).

Figure 4.6: Figure (a) shows the distance between the reconstructed track ends closer to
cathode before any selection requirement and figure (b) shows the same distribution for
tracks passing the selection requirement (1)-(4).
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of the cosmic muon is a nearly straight line, considering the effect of multiple Coulomb

scattering averages out over time. For a straight track, knowing the y or z coordinate of

a hit, we can determine the corresponding x coordinate of the hit using the equation of a

straight line. Figure 4.7 demonstrates the reconstruction of x coordinate using z coordinate,

which is given by the coordinate of collection wire where the hit is detected. Points A(x0, y0,

z0) and B(x1, y1, z1) are the start and endpoints on a track respectively and are precisely

known. Let P(x, y, z) be any arbitrary point on the track, knowing z we can determine x

using the relation,

x = x1 +
(x1− x0) · (z − z1)

z1− z0
(4.8)

Figure 4.7: Figure shows the xz projection of an anode-cathode-anode track, knowing the z
position of a hit (which is known from collection wire in which the hit is detected) we can
determine the x position using the equation of a straight line.

The reconstructed tracks are distorted by SCE causing the straight-line approximation

to be reconsidered. However, we can remove the effect of SCE distortion on tracks by

finding out the magnitude of SCE distortion in different parts of the TPC. I estimated the

SCE distortion inside the TPC using anode-cathode-anode tracks. The procedure uses a

pair of tracks crossing each other in the TPC, the technique was initially developed in the
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MicroBooNE experiment to determine SCE distortion map [91;92]. In addition, ProtoDUNE-

SP has two anode planes which enable us to determine both the start and endpoints on the

trajectory precisely unlike in most LArTPC’s which have a single anode plane. In the next

section, I am discussing the method for measuring the SCE distortion using anode-cathode-

anode tracks.

4.2.3 SCE distortion map using anode-cathode-anode tracks

Figure 4.8 shows a pair of tracks that intersect each other. From a collection of anode-

cathode-anode tracks during the protoDUNE-SP beam run, I select all pairs of tracks that

cross each other or pass very close to each other in 3D space. We know the undistorted start

and endpoints for the selected tracks as they pass through both the anodes. The true trajec-

tory is determined using the start and endpoints of the track. The reconstructed trajectory

is determined using the measured y, z position and hit peak time (for x reconstruction).

True intersection point, P’(X, Y, Z) in figure 4.8, is found using the equation of a straight

line in 3D space. The reconstructed intersection point is estimated by measuring the dis-

tance between reconstructed hits in the two tracks. The pair of reconstructed hits (one from

each track) with the shortest distance between them given the point of intersection for the

reconstructed tracks, P(x, y, z) in figure 4.8. For each pair of intersecting or near intersecting

tracks, it is evident that the SCE has caused the point P’ to be reconstructed at point P. The

distortion due to SCE can be measured by subtracting reconstructed intersection coordinate

from true intersection coordinate given by,

δx = X − x (4.9)

δy = Y − y (4.10)

δz = Z − z (4.11)

77



Figure 4.8: Figure shows the 2D projection of a pair of anode-cathode-anode tracks inter-
secting each other in 3D space. The point P’ corresponds to the true point of intersection
and point P corresponds to the reconstructed point of intersection.

Figure 4.9: In figure the color scale shows the number of cathode-anode-cathode tracks
passing through each 20 cm × 20 cm bin along yz plane at the CPA. For the drift velocity
calculation only the region bounded by the dotted lines is chosen owing to better statistics.
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Figure 4.9 shows the coverage map of anode-cathode-anode tracks as they pass through

the CPA. The whole CPA has been divided into 20 cm× 20 cm bins along y and z direction.

The color scale shows the number of tracks passing through each bin. As we go inside the

TPC the number of incident tracks increases. For the estimation of SCE distortion, I divide

the whole TPC into 20cm bins along y and z and 40 cm bins along x. With finer bin

size we can determine the distortion more accurately, however, due to statistical limitations

wider bins are chosen. Along the x coordinate the distortion is approximately linear so

I am choosing a slightly wider bin size along x to increase statistics in each bin. I used

≈ 700,000 events to make the SCE map, with around 60,000 anode-cathode-anode tracks

selected. Each pair of intersecting tracks gives a value of SCE distortion at the point of

intersection. From a collection of all intersecting tracks, we have SCE distortion values

covering the entire TPC except the regions near the TPC boundary. For each bin median x,

y, z distortions δmedianx , δmediany , δmedianz are determined. Figure 4.10 shows the Z distortion

distribution for some selected bins. The median value of the distribution is taken as the Z

distortion corresponding to the bin, the median is chosen as some bins have low entries where

the mean value can be affected by a few outliers. Figure 4.11 demonstrates the variation of

z distortion as a function of x for fixed y (420 cm) and z (550 cm) coordinates. As expected

the distortion in z decreases as we get closer to the anode on both sides of the cathode.

Using the distortion map we can determine the undistorted trajectory (true trajectory)

of a particle by removing the distortion using the SCE distortion map. The true X, Y, Z

coordinates for a reconstructed hit with reconstructed coordinates x, y, and z is estimated

using,

X = x+ δx(x, y, z) (4.12)

Y = y + δy(x, y, z) (4.13)

Z = z + δz(x, y, z) (4.14)
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(a) x > 0 (b) x < 0

Figure 4.10: Figure (4.10a) shows the distribution of measured z distortion for bin with
0 < x < 40, 400 < y < 420 and 540 < z < 560, the Gaussian fitted mean value of the
distribution is 4.16 cm and standard deviation of 1.3 cm, Figure (4.10b) represents the Z
distortion for bin with −40 < x < 0, 400 < y < 420 and 540 < z < 560, the Gaussian fitted
mean value of the distribution is 6.96 cm and standard deviation of 1.57 cm.

Figure 4.11: Figure shows the z distortion as function of x coordinate with fixed y =420 cm
and z = 550 cm. The figure shows the magnitude of SCE distortion is different on the two
drift volumes.
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Using the SCE correction the undistorted or true trajectory of a particle can be de-

termined. Once we have the true trajectory of the particle, using equation 4.8 the true x

position of the particle is determined using the corrected z position.

4.2.4 Drift velocity measurement methodology

In the previous section I discussed a technique for the measurement of the true x position

of the hits in an anode-cathode-anode crossing track. At the same time we do have a direct

measurement of the time of arrival of the signals at the anode (thit). The drift time for each

hit can be calculated using equation 4.15,

tdrift = thit − t0 (4.15)

where t0 = tmin for anode-cathode-anode crossing tracks.

For each track, we now have a collection of true x position and measured drift times,

tdrift. We divide the whole drift distance of 720 cm (-360cm to +360cm in x), into 36 bins of

width 20 cm each. For each bin, the segment of a track lying within a bin is selected, and x

vs tdrift distribution is fitted to a polynomial of the first order as shown in figure 4.12. The

drift velocity is by definition the change in drift distance as a function of drift time, which

can be obtained from the slope of the fit for x vs tdrift histogram. Figure 4.12 shows x vs

tdrift plots for some randomly chosen track segments. Each track segment confined in a bin

gives a value of local drift velocity for that bin. For each bin in x we have a distribution of

drift velocities based on the values from different track segments, figure 4.14 shows the drift

velocity distribution for one such bin. We calculate the median drift velocity for each bin

which is shown in figure 4.13.
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Figure 4.12: Figure shows x vs drift time distribution for some randomly chosen track
segments, the plots are fitted to a polynomial of first order to obtain the local drift velocity.

4.2.5 Statistical uncertainty in measured velocity

Figure 4.14 shows the velocity distribution for the bin with x between 340 cm to 360 cm.

There are some entries with very high or very low drift velocities, which are mainly caused
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Figure 4.13: Figure shows the measured drift velocity as function of x coordinate. The
data consists of all the ProtoDUNE-SP beam runs comprising of over 700,000 event. The
drift velocity is averaged over the central region of TPC with 200 cm < y < 400 cm and
250 cm < z < 440 cm.
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by factors including poor reconstruction, multiple Coulomb scattering. The outliers can

affect the mean of the distribution so a median value gives more reasonable results. The

standard uncertainty (1σ or 68% confidence interval) on a median would be 0.5± 1
2
√
N+2

quantiles [93;94], where N is the number of entries in the distribution. The error bars in the

median drift velocity and electric field plots are estimated using 0.5± 1
2
√
N+2

quantiles. Once
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Figure 4.14: Figure shows shows the distribution of drift velocity for a bin with 340 cm <
x < 360 cm. The median value of the distribution is calculated along with the error in
median. The results for all such distribution is shown in figure 4.13.

we measure the drift velocity we can measure the electric field as described in the next

section.

4.3 Drift electric field using measured drift velocity

In ProtoDUNE-SP, the cathode-anode nominal potential difference is≈ 180 kV which is equal

to 0.5 kV/cm for a drift distance of 3.6 m. However, there is some uncertainty and fluctuation

in the applied electric field, the average electric field applied during the ProtoDUNE-SP

beam run was found to be ∼0.4867 kV/cm. For a given electric field the electron drift

velocity depends on the temperature of the medium. The average temperature during the

ProtoDUNE-SP beam run was 87.68 K. There have been past studies to relate electron drift
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velocity to drift electric field in liquid argon by Walkowiak [73] and ICARUS experiment [39].

The relation is in a parametric form and depends on temperature as well. Here, I am using

a package used in LArSoft to convert drift velocity into drift electric field and vice versa [74].

Figure 4.15 shows the relation between electric field and drift velocity at a temperature of

87.68 K, a LArSoft package [74] was used to draw the plot.
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Figure 4.15: Figure shows drift velocity as a function of electric field for a fixed temperature
of 87.68 K. The plot is drawn based on a LArSoft package [74].

Using the relation between drift velocity and electric field, we can convert the measured

drift velocity into the electric field. Figure 4.16 shows the electric field as a function of drift

coordinate, obtained from drift velocity.

4.4 Results and conclusion

In ProtoDUNE-SP, the space charge effect distorts the electric field and the drift velocity.

Distortion in drift velocity and electric field distorts the particle trajectory as well as the
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Figure 4.16: Figure shows the electric field as a function of x coordinate for ProtoDUNE-SP
beam runs.
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charge deposited. It is very important to estimate the correct drift velocity and electric field

for reliable position and energy reconstruction of a particle passing through the medium. I

developed a technique to measure the drift velocity and electric field using anode-cathode-

anode tracks. The effect of SCE is found to be different in the two drift volumes. On the

x > 0 region, the electric field at the cathode is 15% higher and at the anode, it is 8.5%

lower than the nominal value. For x < 0 region, the electric field at the cathode is 20%

higher and at the anode, it is 11.5% lower than the nominal value. As SCE is the major

source of uncertainty in position and energy reconstruction in ProtoDUNE-SP, the SCE

maps developed here have been used or are planned to be used for estimating systematic

uncertainties in the different analyses including electron life time measurement, hadron-argon

cross-section analysis. DUNE is being built 1.5 km underground and will have negligible SCE

compared to ProtoDUNE-SP. However, the method developed here for estimating the effect

of SCE can be used to validate the measurement of the applied electric field or to detect any

local variation in the electric field in DUNE even with a few tracks.
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Chapter 5

π+-argon total reaction cross section

measurement

As discussed in section 1.5, pions are the final state products of most neutrino interactions

relevant to the DUNE longbaseline experiment. Understanding pion interaction with argon

is very important for the simulation and validation of various neutrino interaction models. I

am using a cross section reweighting method to estimate the cross section. In this chapter,

I will discuss the measurement of π+-argon reaction cross section in the ProtoDUNE-SP

experiment.

5.1 ProtoDUNE-SP beam events:

We collected beam data in ProtoDUNE-SP between Sept 2018 to Nov 2018 the details of

which are discussed in section 2.1.7. Table 5.1 shows the number of beam triggers expected

and recorded for ProtoDUNE-SP beam runs for different particle species (p, e+, K, π+) and

momentum distribution, µ+ is a major background in the pion beam. Using the information

from the beamline instrumentation, beam momentum and particle type can be identified

(section 2.1.7). In the current cross section analysis, I am using 1 GeV/c momentum π+

beam, with the aim of taking forward the technique for higher energy π+ beam in the future.
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Momentum

(GeV/c)

Total

Triggers

Recorded

(× 103)

Total

Triggers

Expected

(× 103)

Expected

π+ triggers

(× 103)

Expected

p triggers

(× 103)

Expected

e+ triggers

(× 103)

Expected

K triggers

(× 103)

0.3 269 242 0 0 242 0

0.5 340 299 1.5 1.5 296 0

1 1089 1064 382 420 262 0

2 728 639 333 128 173 5

3 568 519 284 107 113 15

6 702 689 394 70 197 28

7 477 472 299 51 98 24

All

momenta
4173 3924 1693.5 777.5 1381 72

Table 5.1: Expected and recorded beam triggers for various beam particles in ProtoDUNE-
SP. The table is taken from [95].

5.2 Selecting 1 GeV/c momentum π+ events

For selecting a pure sample of the incident beam pions a combined information of the beam-

line instrumentation and the TPC reconstruction is used, which will be described in detail

in the current section.

5.2.1 Beam event reconstruction:

Pandora software package [58] is used to reconstruct beam and cosmic events in ProtoDUNE-

SP. Initially, all the clusters of hits are reconstructed under the cosmic ray hypothesis. In

the next step, cosmic-ray events are identified and removed. A track is classified as a clear

cosmic-ray candidate if it enters the TPC from the top and leaves from the bottom, the t0
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is inconsistent with a particle coming from the beam and any hit reconstructed assuming

t0=0 appears to be outside the TPC [26]. Once the hits from a clear cosmic ray candidate

are removed, a 3D slicing algorithm is used that divides the detector into spatial regions

containing all of the hits from a single parent particle interaction. These slices could contain

the hits from beam particles as well as cosmic rays which have not been removed in earlier

filtering. The slices are reconstructed in parallel with the cosmic-ray and test-beam specific

reconstruction.

The test-beam reconstruction is more complicated and can reconstruct the hierarchy of

particles seen in the hadronic interaction producing multiple track-like and shower-like tra-

jectories, in addition to searching for the primary vertex of the test beam particle. Once

the slices are reconstructed using both the cosmic-ray and test-beam hypothesis a boosted

decision tree (BDT) is used to determine the slice with the test-beam origin. The BDT

primarily uses topological information to determine the consistency of the slice with the

test-beam particle hypothesis. Figure 5.1 shows a fully reconstructed particle hierarchy for

simulated beam interaction, with an incoming π+ beam.

5.2.2 1 GeV/c π+ beam event selection:

The beamline instrumentation provides the time of flight (TOF) and Cerenkov counter in-

formation. As tabulated in table 2.2 the TOF value for π+/µ+ should be between 0 to 110 ns

and there should be no signal in the low-pressure Cerenkov counter (XCET-L). However, it

is not possible to distinguish between π+ and µ+ based on the TOF or Cerenkov counter

information as their masses are similar, π+ has a mass of 139.6 MeV/c2 and µ+ has a mass

of 105.6 MeV/c2. Using the information from the TPC we can remove the muons from a

pion sample which will be discussed in detail later in the chapter.

90



Beam ⇡+
<latexit sha1_base64="lrM6zOIadMZqc/YrGNuhJjWYmMo=">AAAB/HicbVDLSsNAFJ3UV62vaJduBosgCCWpgi5L3bisYB/QxDKZTtqhkwczN2II7a+4caGIWz/EnX/jtM1CWw8MHM65h3vneLHgCizr2yisrW9sbhW3Szu7e/sH5uFRW0WJpKxFIxHJrkcUEzxkLeAgWDeWjASeYB1vfDPzO49MKh6F95DGzA3IMOQ+pwS01DfLDrAnkEHW0KHJ1In5w3nfrFhVaw68SuycVFCOZt/8cgYRTQIWAhVEqZ5txeBmRAKngk1KTqJYTOiYDFlP05AETLnZ/PgJPtXKAPuR1C8EPFd/JzISKJUGnp4MCIzUsjcT//N6CfjXbsbDOAEW0sUiPxEYIjxrAg+4ZBREqgmhkutbMR0RSSjovkq6BHv5y6ukXavaF9Xa3WWl3sjrKKJjdILOkI2uUB3doiZqIYpS9Ixe0ZsxNV6Md+NjMVow8kwZ/YHx+QMnmpUW</latexit>

Figure 5.1: The figure shows a reconstructed test beam particle interaction in Monte-Carlo
simulated sample. The track in magenta represents incoming beam π+ track and differnt
colors represents different secondary particles created at the interaction vertex. The figure
is taken from [26].

5.2.3 Beam quality cuts:

The events with unstable high voltage (HV) or one or more inactive TPC readout boards

(FEMBs) are removed. The trajectory of a beam particle before entering the TPC can

be reconstructed using the spatial position of a particle as it passes through different profile

monitors in the beamline instrumentation. Using the trajectory of the particle before entering

the TPC, the 3D position and angle of a particle at the TPC front face are determined. Using

the reconstructed particle trajectory inside the TPC the 3D position of the first hit inside

the TPC and the angle of beam particle inside the TPC are determined. To remove tracks

that are incorrectly identified as a beam particle certain quality cuts are applied. These cuts

help remove the background such as cosmic rays and secondary particles produced by beam

particles interacting before entering the TPC. The beam quality cuts used are [26]:

• Angle cut: The cosine of the angle between the beamline reconstructed track and the

TPC reconstructed track must be greater than 0.93.
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• Position cut:

0 cm ≤ (TPC start X − beamline end X) ≤ 10 cm,

−5 cm ≤ (TPC start Y − beamline end Y ) ≤ 10 cm,

30 cm ≤ (TPC start Z − beamline end Z) ≤ 35 cm

The space charge effect (SCE) distorts the TPC reconstructed tracks which cause the TPC

start position to shift away from the beamline reconstructed track end position. The cuts

above are based on the start position of the TPC reconstructed trajectory before SCE cor-

rections. Similarly, for the Monte-Carlo (MC) sample the following beam quality cuts are

used.

• Angle cut: The cosine of the angle between the beamline reconstructed track and the

TPC reconstructed track must be greater than 0.93.

• Position cut:

−3 cm ≤ (TPC start X − beamline end X) ≤ 7 cm,

−8 cm ≤ (TPC start Y − beamline end Y ) ≤ 7 cm,

27.5 cm ≤ (TPC start Z − beamline end Z) ≤ 32.5 cm

5.2.4 Purity of selected sample:

The beamline instrumentation is unable to distinguish between π+ and µ+ based on the time

of flight information. The major background to our sample of π+ is the µ+ which originates

from π+ decay in the beamline. As a pion enters the TPC it undergoes hadronic inter-

actions with the argon nucleus producing different daughter products including secondary

pions and protons. Pandora reconstruction algorithm reconstructs the beam particle as a

primary particle inside the TPC and daughter products are referred to as secondary par-

ticles. Occasionally due to imperfect reconstruction, the hits from the secondary particles

are including in the primary beam pion which causes misidentification of the interaction

vertex, such events are classified as background events. MC samples are used to determine

the purity of the sample. For the MC sample, using the reconstructed track information we
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can trace back to the true identity of the track using BackTracker Service [96] in LArSoft.

If a primary track’s true particle identification is π+ and it is the same track as the beam

particle (which can be determined by comparing the true track ID of the primary track and

the beam track), this is regarded as a true beam π+ or beam matched π+. The table shows

the fraction of signal and background in the pion triggered sample. As we cannot separate

π+ and µ+ using the information from the beamline, the incident beam will consist of both

particles. Table 5.2 summarizes the fraction of signal and background for the 1 GeV/c mo-

mentum MC simulation. In addition to π+ and µ+ the ProtoDUNE-SP 1 GeV/c MC sample

also contains other beam particles such as p and e+. However, we can identify and remove

them using beamline instrumentation. In the MC study, using the true particle ID of the

beam particles only π+ and µ+ are selected for further study.
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number of events fraction of events

Incident beam π+ and

beam µ+

46613 1.0

Beam matched pri-

mary π+ (signal)

30901 0.6629

Daughter π+ (back-

ground)

1781 0.0382

Daughter p (back-

ground)

3010 0.0646

Daughter µ+ (back-

ground)

10282 0.2206

Other secondary back-

ground (d, e+, µ−, π−

etc.,)

639 0.0137

Table 5.2: Table shows the total number of π+ triggered events (which are inseparable from
beam µ+ using the beamline information) and the fraction of signal and background amongst
the reconstructed tracks.

The purity of the sample is defined as,

purity =
Number of beam matched primary π+ in the sample

Total number of beam events (π+ + µ+) in the sample
(5.1)

The purity of the π+ triggered sample is 66.29% before background removal.

Removing background:

• Hadronic interaction of π+ with argon often produces protons as a daughter product. If

the reconstruction algorithm fails to identify the interaction vertex and includes proton

hits as a part of the π+ track, the event is regarded as a proton background event.

For the 1 GeV/c momentum beam sample, the protons and the pions are separable
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based on their dE/dx values. Figure 5.2 shows the median dE/dx values for different

particles in the 1 GeV/c π+ triggered sample. MC entries are normalized to match

data entries. The distribution is made for tracks with end Z coordinate less than

220 cm. Other background includes e+, π−, secondary π+. The tracks with median

dE/dx values higher than 3 MeV/cm are removed as background. The cut is primarily

used to remove the proton background, however, it also eliminates the bulk of muons

stopping before reaching Z=220 cm.
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Figure 5.2: dE/dx distribution for 1 GeV/c π+ triggered sample. Majority of the beam
matched π+ have median dE/dx < 3 MeV signal, the tracks with median dE/dx > 3 MeV
are removed as background.

• The major source of µ+ background is the π+ decay in the beamline or inside the

TPC. µ+ do not exhibit hadronic interaction. However, they decay (≈100%) with the

decay mode, µ+ → e+ + νe + ν̄µ. The e+ produced in the µ+ decay is referred to

as Michel electron. Michel electron can be identified using topological information.

In ProtoDUNE-SP, using Convolutional Neural Network a technique is developed by

Aidan Reynolds [97] which gives a Michel score to each hit, if the Michel score is closer
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to 1 then the hit is likely to be coming from Michel electron. I follow the following

steps to identify if a particle decayed into Michel electron:

– Select candidate π+ track (primary track) using beamline information and quality

cuts (using truth information for MC sample).

– Find the Michel score of the hits around the end of the track and not belonging to

the primary track. Figure 5.3 shows the total Michel score divided by the number

of hits. From the figure, we can see for primary π+ the average Michel score of

hits around the end of the track is close to 0.

– Remove any track with Michels score per hit greater than 0.2.
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Figure 5.3: Average Michel score per hit for hits around the end of a particle trajectory.
Entries with Michel score > 0.2 are removed as µ+ background.

• Additionally, tracks with end Z position greater than 220 cm are removed. This is

to remove tracks which pass through multiple APAs, there is an APA boundary at

Z=230 cm. Between APAs there is a gap of 2 cm. An electron diverter was placed to
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move the charge away from the gap as a result many tracks were found to be broken in

that region. Figure 5.4 shows the end Z position of beam tracks. Between 220 cm and

240 cm in Z there is a strange feature in data distribution, which is a result of tracks

broken as they pass through the APA boundary.
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Figure 5.4: Beam track end Z position for data and MC. For data, a number of tracks end in
the Z=220 cm to 240 cm bin, which is due to the presence of diverter at around Z=230 cm.
The electron diverter is placed to move ionization electrons away from the APA gap, which
results in the distortion of the reconstructed trajectory causing reconstruction algorithm
to have lower stitching efficiency as tracks pass across the APA boundary. MC entries is
normalized to data entries.

Purity and efficiency after removing background cut: Table 5.3 shows the fraction

of signal and background events after the above cuts:
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number of events fraction of selected

events

Number of beam particles passing

background removal cuts

24247 1.0

Beam matched primary π+ (sig-

nal)

21935 0.8958

Daughter π+ (background) 1080 0.0441

Daughter p (background) 813 0.0332

Daughter µ+ (background) 291 0.0119

Other secondary background (d,

e+, µ−, π− etc.,)

366 0.0149

Table 5.3: Table shows the fraction of signal (beam matched π+ and background events
remaining after apply background removal cuts (MC).

The purity of the sample is defined as,

purity =
Number of beam matched primary π+ in the sample

Total number of beam selected events in the sample
(5.2)

The purity of the π+ sample is 89.58%.

The efficiency of selection is defined as:

efficiency =
Total number of beam selected events in the sample

Total number of beam events (π+ + µ+) present before background removal
(5.3)

The efficiency of selection = 24247
46613

= 52.02%
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5.3 π+-argon cross section measurement using reweight-

ing tools:

When a particle travels through a medium it may either interact with the medium or pass

through the medium without interaction. Cross section is a measure of the likelihood of

the interaction of two particles under given conditions [98]. The conditions could be incident

particle flux, target material, energy of the incident beam etc. Figure 5.5 shows a number

of particle (Ninc) incident on a thin target of thickness L, density ρ and atomic mass A. Nint

is the number of particle interacting with the target material and Ninc-Nint is the number of

particle passing through the target without interacting. The cross section is defined by,

σ =
Nint

Ninc

· 1

n

=
Nint

Ninc

· A

NAρL

(5.4)

where n is the number of particle per unit surface area and NA is the Avogadro’s number.

ProtoDUNE-SP is ≈6.95 m along the beam direction. However, it can be divided into

Figure 5.5: Cross section measurement using a thin target.

thin slices and each slice can be treated as a thin target. As the particle passes through the
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medium the kinetic energy of the particle at each slice can be measured and the cross section

can then be estimated as a function of kinetic energy. The thin-slice method was developed

for a LArTPC in the LArIAT experiment [24]. One of the limitations of the thin-slice technique

is the requirement of excellent vertex and energy reconstruction. In ProtoDUNE-SP we

developed an alternative method for cross section measurement which is less dependent on

interaction vertex reconstruction capability, the Geant4 reweighting technique, which I will

discuss in detail in the subsequent sections.

5.3.1 Geant4 cross section reweighting technique:

As discussed in section 1.6.2 Geant4 predicts pion-argon cross section based on experimental

results of pion cross section on heavier and lighter nuclei. Figure 5.6 shows the π+-argon

Geant4 cross section prediction. The MC simulation uses the cross section prediction by

Geant4 to simulate interaction of particles in liquid argon. As a particle interact there

could be simply change in direction or new particles could be formed depending on the

type of interaction. In hadron elastic interaction no new particle is produce, however the

particle changes direction after interaction. However, in the interactions classified as a

reaction interaction such as pion absorbtion, charge exchange etc., daughter particles are

produced and the primary track ends at the interaction vertex. The particle trajectory is

thus dependent on the cross section values or likelihood of interaction. The observables such

as track length, dXY Z , deflection parameter (b) which are defined later in the section, are

impacted by cross section. In Geant4 reweighting technique we tune the Geant4 predicted

cross section in MC simulation such that we get the best agreement between data and MC

observables. Some of the observables that can be used for Geant4 cross section reweighting

are described below:

• Track length: This represents the sum of the distance between consecutive hits on a

track, figure 5.7a.

• dXY Z: This represents the 3D distance between the start and end of the track, figure

5.7b.
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Figure 5.6: Geant4 v10.5 π+-argon cross section prediction 0-1200 MeV kinetic energy.

• Deflection parameter (b): The perpendicular distance between the reconstructed

track endpoint and the straight-line projection of the same track considering the first

few hits on the track (BC), figure 5.7c.

Figure 5.7 shows the comparison of observables namely track length, dXY Z and deflection

parameter for data and MC sample. In Geant4 cross section reweighting we tune the cross

section for best data-MC agreement. The method requires producing multiple MC samples

with varied cross section values. It will be time and resource-consuming to produce new MC

samples for each cross section variation. Considering which a Geant4 reweighting framework

(Geant4Reweight [99]) was developed by J. Calcutt for ProtoDUNE-SP which enables us to

use the same MC sample for different cross section values. The next section discusses the

Geant4Reweight framework in detail.

5.3.2 Geant4Reweight framework:

Geant4Reweight framework is written in C++. It allows users to give weight to tracks pro-

duced by Geant4 simulation according to hadron interaction cross section variation. The

discussion in this section is completely based on work done by J. Calcutt [99], and the equa-
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(a) Track length

0 100 200 300 400 500 600
 [cm]

XYZ
d

0

100

200

300

400

500

600

700

800

nu
m

be
r 

of
 e

nt
rie

s

 (signal)+πBeam matched 

proton (background)

 (background)+µ

other backgrounds

ProtoDUNE-SP Data

(b) dXY Z
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(c) Deflection parameter (b)
(d) Drawing defining data/MC observ-
ables

Figure 5.7: Data MC comparison for (5.7a)Track length, (5.7b)dXY Z , (5.7c)Deflection pa-
rameter (b), MC entries are normalized to match data entries, the final bin is made wider to
increase the bin statistics, (5.7d)Drawing defining observables which are dependent on cross
section. The dotted blue points represents hits on a track. Sum of the distance between
consecutive hits is defined as the track length. The distance between start and endpoint of
the track is defined as dXY Z which is equal to AB in the drawing. Dotted red line represent
the projected track considering first 5 hits on the track, the perpendicular distance from the
endpoint on the track to the red line (BC) represent deflection parameter b.

tions are taken from a manuscript being prepared for publication.

Geant4 simulation: In Geant4 the active volume of the TPC is divided into small cubes

called voxels. Geant4 tracks particles as they pass through the active volume with each

step ending at the voxel boundary and calculates the energy deposited by each particle in
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each step. At each step, the particle is simply moving between voxels or undergoing an

interaction. Technically speaking, there are three sets of processes that can be considered in

each step namely at-rest, continuous, and discrete processes, the simulation decides which

process to invoke. If a particle stops, amongst all the at-rest processes the process that

proposes the shortest interaction time (analogous to interaction length) is invoked. In the

event of a particle not being at rest, each of the discrete and continuous processes proposes

an interaction length. The shortest interaction length is chosen as the step length. As a

particle moves between steps each continuous process is invoked and at the end of the step

if a discrete process proposes the shortest interaction length that process is invoked. The

interaction lengths for elastic and reaction processes are provided by the input cross section

values at each kinetic energy, figure 5.6. For Coulomb scattering as well cross section tables

provide the interaction length, while for pion decay lifetime tables provide the interaction

length.

Reweighting technique: We are interested in reweighting the hadronic elastic and re-

action cross section, these come under discrete processes. Consider a pion traveling through

some material. For a given process, the probability for the particle to travel some distance

δx without interacting is given by (probability of survival):

PS = e−δx/λ (5.5)

where λ is the mean free path for the process and is inversely proportional to the cross

section. The survival probability for that process not to occur after a series of steps is given

by.

PS = e
−
steps∑
i

δxi/λi
(5.6)

where λi is the mean free path for ith step, δxi is the step length taken for the step. Normally,

1/λ = σρNA/M
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where σ is the cross section for the process, M, ρ are the molar mass and density of the

medium respectively, NA is the Avogadro’s number. The probability of survival can be

written as,

PS = e
−
steps∑
i

σiδxi
(5.7)

Where the constant extra factors are absorbed into σ to simplify the equation. The proba-

bility of survival can be rewritten as:

PS =

steps∏
i

e−δxiσi (5.8)

If a particle interacts, the interaction will occur only in the last step. The interaction

probability will be similar to 5.8 for all the steps except the last step in which the interaction

occurs. Interaction probability is thus given by,

PI =

( steps−1∏
i

e−δxiσi
)(

PI,f

)
(5.9)

where PI,f=

(
1 − PS,f

)
, is the interaction probability and ‘f’ represents final step as the

interaction can only occur in the final step.

PI =

( steps−1∏
i

e−δxiσi
)(

1− e−δxfσf
)

(5.10)

The probability of survival and interaction can be extended to multiple process. In equation

5.8 and 5.10 we need to replace the respective process cross section by total cross section:

σ = σR + σE + σX (5.11)

where σR and σE are the total reaction and elastic cross section respectively. All other

processes such as pion decay, Coulomb scattering are included in σX . The probability for a

specific process p to occur is obtained by multiplying the total cross section by the fraction
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of total cross section made up by σP :

PI,p =

( steps−1∏
i

e−δxiσi
)(

1− e−δxfσf
)(

σp,f
σf

)
(5.12)

Weighting each track: In Geant4Reweight we vary the elastic and reaction cross section

and determine whether an event is more or less likely to occur. Suppose, we change elastic

cross section by a factor fE and reaction cross section by a factor fR, the new cross section

values are:

σ′E = fE · σE (5.13)

σ′R = fR · σR (5.14)

A Geant4 particle track travels through multiple steps. The total weight for a track is

the product of weights for each step. At each step there are 4 possibilities that can occur

namely, no interaction, reaction interaction, elastic interaction, and other interaction. For

no interaction the weight is given by the change in survival probability:

WS,i = e−δxi(σ
′
R,i+σ

′
E,i+σX,i)/e−δxi(σR,i+σE,i+σX,i)

= e−δxi(σ
′
R,i+σ

′
E,i)/e−δxi(σR,i+σE,i)

(5.15)

For other 3 possibilities the weight is given by change in interaction probability:

WR/E,i =

(
σ′R/E,i
σ′i

)(
σi

σR/E,i

)(
1− e−δxiσ′i
1− e−δxiσi

)
= fR/E

(
σi
σ′i

)(
1− e−δxiσ′i
1− e−δxiσi

) (5.16)

WX,i =

(
σX,i
σ′i

)(
σi
σX,i

)(
1− e−δxiσ′i
1− e−δxiσi

)
=

(
σi
σ′i

)(
1− e−δxiσ′i
1− e−δxiσi

) (5.17)
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Here, σi = σR,i + σE,i + σX,i and σ′i = σ′R,i + σ′E,i + σX,i.

5.3.3 Factors affecting data/MC observables:

In the reweighting method for cross section measurement we vary the elastic and reaction

cross section to obtain a weight for a track as described in section 5.3.2. Using the measured

weights for each track MC observables described in figure 5.7 are remade for each set of cross

section scaling factors and compared to data observables to get the best data-MC agreement.

However, besides the cross section there could be other sources of discrepancy between data

and MC observables that will be discussed in this section.

Beam momentum: The momentum for beam particles is obtained using a momentum

spectrometer as discussed in section 2.1.7. The 3 XBPF detectors (figure 2.11) surrounding

the magnet provide the momentum for each beam particle passing through the beamline

as illustrated in figure 5.8 [100]. The lateral position of a particle at each XBPF detector is

represented by χ1, χ2 and χ3. L1, L2 and L3 represent the known distance between the

monitors and B represent the measured magnetic field. Equation 5.18 and 5.19 [26] are used

to measure a particles bending angle θ and momentum p.

cos θ =
M [∆L tan θ0 + ∆χ cos θ0] + L1∆L√

[M2 + L2
1][(∆L tan θ0 + ∆χ cos θ0)2 + ∆L2]

(5.18)

p =
299.7924

θ
×
∫ Lmag

0

(Bdl) (5.19)

Here, M ≡ α + χ1, α = χ3L2−χ2L3

L3−L2
cos θ0, ∆L ≡ L3 − L2, and ∆χ ≡ χ2 − χ3. θ0 is the

nominal bending angle of the beam and is equal to 120.003 mrad [61]. The performance of the

momentum spectrometer was validated using high statistics simulation [61], which included

all the material in the beamline, the gas in the Cerenkov detectors at the right pressures

per momentum, as well as the expected spatial resolution of the profile monitors. For each

particle equation, 5.19 was used to calculate the beam momentum. The momentum resolu-
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Figure 18: Layout of the H2-VLE (and similarly H4-VLE) momentum spectrometer around the last 
dipole. 

To validate the performance of the spectrometer, we used the high statistics simulation, 
which includes all the material in the line, the gas in the Cherenkov detectors at the right pressures 
per momentum, as well as the expected special resolution of the profile monitors. For each 
particle, we compute its momentum from the above equation, and therefore the measured Δp/p 
of the line. Assuming no material in the beam line for a central momentum of 12 GeV/c and 
position resolutions of 0.2 mm, 0.5 mm and 0.8 mm we obtain a Δp/p of 1.1%, 2.5% and 3.9% 
accordingly, as shown on Figure 19. When the material along the beam is included, the 
reconstructed momentum resolution Δp/p deteriorates, because of the multiple scattering, with 
the effect becoming more significant in lower energies, as shown on Figures 20, 21 and 22. For 
the 2 GeV beam, the reconstructed momentum resolution with all material included and with 

Figure 5.8: A schematic diagram showing the method used for reconstructing momentum
and bending angle for a given beam particle (red). Taken from [100].

tion is given by ∆p/p. For instance for a beam of the central value of momentum 12 GeV/c

and assuming position resolutions of 0.2 mm, 0.5 mm, and 0.8 mm, momentum resolution

of 1.1%, 2.5%, and 3.9% respectively assuming no material in the beamline. Including the

material in the beamline was found to deteriorate the reconstructed momentum resolution.

Figure 5.9 shows the momentum resolution for the beam with a central value of momentum

2 GeV/c and including all the materials in the beamline.

Figure 5.10 shows the momentum resolution as a function of beam momentum for different

spatial resolution of beam line monitors. The expected resolution of the fiber profile detec-

tors is 0.3 mm, for which the momentum can be determined to ≈ 2% in the range from

1-12 GeV/c.

As described above the measured momentum have uncertainties related to the spatial res-
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Figure 5.9: Reconstructed momentum for a beam of 2 GeV/c beam, taking into account the
material on the beam line. Taken from [100]
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Figure 5.10: Momentum resolution of the spectrometer for three different position resolu-
tions, namely 0.2, 0.5 and 0.8 mm Taken from [100].

olution of the fiber profile detectors, figure 5.11 shows the momentum distribution for

ProtoDUNE-SP 1GeV/c data and MC samples. For the ProtoDUNE-SP data central value

of momentum is 1.014 GeV/c and the width of the distribution (1 σ) is 0.072 GeV/c. And

for the MC sample, the central value of momentum is 1.008 GeV/c and the width of the

distribution (1 σ) is 0.0625 GeV/c. Also, the beam particle loses energy as it passes through

the material in the beamline and a thin layer of argon between the cryostat and the TPC

active volume. There are uncertainties in the energy lost by a particle before entering the

TPC active volume which may lead to data and MC momentum not agreeing and thus caus-

ing disagreement in the distribution of the observables described in section 5.3.1. For pions,

it is difficult to disentangle the effect of cross section, beam momentum, or other factors

such as the fraction of background on the distribution of the data-MC observables. Muons

do not exhibit hadronic interaction and thus the observables such as track length, dXY Z for

muons depend mainly on the beam momentum. Therefore, we are using muons to reweight
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the MC momentum distribution for best agreement between data and MC observables for

muons and use the same momentum reweighting results for pions. The muon momentum

reweighting method is described in the next section.
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Figure 5.11: Data and MC momentum distribution for 1 GeV/c momentum particles.

Muon fraction in the pion triggered beam: In addition to cross section and beam

momentum, another major source of disagreement between data and MC observables is the

fraction of muons in the pion triggered beam. Muons are produced in pion decay. From MC

study, before background removal the pion triggered sample contains ≈ 22% muon back-

ground (table 5.2) after background removal the muon fraction reduces to ≈ 1.2% (table

5.3). However, during background removal tracks with end Z position greater than 220 cm

are removed which reduces the muon background as most muons are long tracks, if we do not

remove tracks with end Z position greater than 220 cm the remaining muon fraction in the

beam after quality cuts are ≈ 7.5%. For normalizing MC distribution to match data entries

we need to use all the tracks irrespective of end Z position, so it is important to understand
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the fraction of the remaining muon background as we cannot completely remove them.

5.3.4 Momentum reweighting using muons:

A sample of µ+ is used for momentum reweighting. µ+ is selected based on the Michel score

of the hits close to the end of the track. If average Michel score per hit > 0.2 and the track

end Z position is greater than 240 cm the tracks are selected as muon tracks. Using the MC

sample the purity of selection is estimated.

purity =
Number of true muons in the selection

Number of toal selected candidate muons
=

4051

4688
= 86.4% (5.20)

Described below is the method used for momentum reweighting:

• Each candidate muon track is given a weight based on the momentum.

• For the default 1GeV/c MC momentum distribution the momentum central value is

p0=1008 MeV/c and width is σ0=62.5 MeV/c. A grid search is carried out to find

a momentum central value and width that makes the weighted MC dXY Z distribu-

tion for muons best agree with the corresponding distribution for data. The dXY Z

distribution is chosen as we need to know only the start and endpoints of a track for

dXY Z distribution, unlike track length which requires a knowledge of every point on

the track. Often the tracks are distorted at APA boundaries which makes track length

less reliable. In addition, the dXY Z parameter is less affected by missing hits caused

by bad TPC channels, except when the track stops near one of the bad channels. An

array of momentum with central value (pi) between 850 MeV/c and 1150 MeV/c and

width (σj) between 30 MeV/c to 130 MeV/c is used in the grid search.

• For a momentum distribution with central value pi and width σj, the Gaussian mo-

mentum distribution is given by

gij = e
−(p−pi)

2

2σ2
j (5.21)

111



where p is the momentum variable. Similarly, the Gaussian distribution for MC default

momentum distribution is given by,

g0 = e
−(p−p0)

2

2σ20 (5.22)

• The weight for a particle of momentum p is given by,

Wij(p) = gij/g0 (5.23)

• Each element of the momentum array (pi, σj) produces a weighted MC distribution

of dXY Z which is compared to data dXY Z distribution and χ2 value is estimated. The

value corresponding to the least χ2 is the final momentum value which will be used for

pion momentum reweighting.

χ2 estimation: The χ2 estimation is based on the publication [101]. In this analysis, the sum

of the weights is used to estimate the number of incident particles. A compound Poisson

distribution (CPD) is used to describe the distribution of the sum x of a Poisson distributed

number of weights, given the weights are independent and identically distributed random

variables [101]. Consider an experimental histogram with mj entries in jth bin and the theoret-

ically predicated entries be xj(θ) depending on one or several parameters θ. The theoretical

prediction is obtained from MC simulation which reproduces the experimental conditions

and the smearing by resolution effects. The complete simulation cannot be produced for

each selected parameter. Suppose the simulated data is produced with some parameter θ0

according to probability distribution function (p·d·f) f(θ0), for each parameter θ the p.d.f.

for θ0 can be reweighted, removing the necessity to produce a new MC sample for each

parameter θ, the weights are given by w=f(θ)/f(θ0).

Then xj =
∑nj

i=1wij where nj is the generated events in bin j. The χ2 expression comparing

Poisson numbers mj times the normalization constant c to compound Poisson number xj for
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parameter θ is given by,

χ2 =
B∑
j=1

(cmj − xj(θ))2

δ2j
, (5.24)

=
B∑
j=1

(cmj −
∑nj

i=1wij)
2

δ2j
(5.25)

where B is the number of bins, δ2j is the expected value of the numerator under the hypothesis

that the two summands in the bracket have the same expected value µ. For scaled Poisson

distribution (SPD) approximation based on the publication [101], the log likelihood is given

by,

ln (L(µ)) = m ln(
µ

c
)− µ

c
+ ñ ln λ̃− λ̃+ const (5.26)

where the index j is suppressed. ñ = x/s, λ̃ = µ/s, µ = cs ñ+m
c+s

, and the corresponding

δ2 = cs(ñ+m). Equation 5.26 can be written in simplified form as,

ln (L(µ)) = m ln(cm)− ñ ln(ñs) + (m+ ñ) ln(
cs(m+ ñ)

c+ s
) (5.27)

The χ2 is estimated using,

χ2 = −2
B∑
i=1

ln (L(µ)) (5.28)

Equation 5.28 is used for χ2 estimation for all the weighted MC distributions in the subse-

quent sections.

Momentum reweighting results: In figure 5.12 the color scale shows the χ2-χ2
min values

as a function of momentum central values (pi) and momentum width (σj). For the mini-

mum χ2 distribution the central value of momentum is obtained to be 1027 MeV/c and the

momentum width is 67 MeV/c. These results will be used for the momentum reweighting

of candidate π+ distribution. Figure 5.12 shows the χ2-χ2
min for each value of momentum.

Figure 5.13 shows the comparison of dXY Z distribution of candidate µ+ for ProtoDUNE-SP

data, default MC, and the reweighted MC distribution with minimum χ2.
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Figure 5.12: The color scale shows the χ2-χ2
min distribution for candidate muons. The points

in the plot shows the value of default MC momentum, data momentum and the results of
momentum reweighting. The results obtained using muons will be used for pion momentum
reweighting.
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Figure 5.13: Comparison of dXY Z distribution for candidate µ+ for data, default MC, and
minimum χ2 reweighted MC.
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5.3.5 Muon fraction reweighting:

The major background in the π+ triggered sample is the µ+ which originates from π+ decay in

the beamline and inside the TPC. Previously, I discussed the techniques used for removing µ+

using CNN Michel scores. However, we cannot completely remove the µ+. Using reweighting

technique we estimate the fraction by which µ+ must be changed in MC such that they agree

with data. The muon fraction reweighting is described as follows:

• A sample of candidate π+ is selected and the proton and muon background removal

cuts described earlier are applied.

• dXY Z distribution for the sample is plotted with dXY Z > 220 cm binned in a single bin,

which is done as more tracks are breaking at the APA boundary for data compared to

MC which results in data-MC discrepancy for the dXY Z distribution.

• For MC sample a weight is given to each µ+ background (which is identified using truth

information) in the sample, which is used to fill the dXY Z histogram. The procedure is

repeated for an array of weights, each weight producing a new MC dXY Z distribution.

• The histogram corresponding to minimum χ2 when compared to data is identified and

the corresponding weight gives the muon weight for best data-MC agreement.

Figure 5.14 shows the χ2-χ2
min values for data-MC comparison of dXY Z for different muon

weights. Figure 5.15 shows the results of muon number reweighting. For best data-MC

agreement the weights of muon should be 1.06, which means we must increase the fraction

of muon in MC by 6% to match the fraction of muon in data. The results show the muon

fraction in MC is in good agreement with the muon fraction in data. The results are directly

used in cross section reweighting.

5.4 Inclusive π+ cross section measurement:

Event Selection: A sample of π+ is selected as described in section 5.2.2 and dXY Z dis-

tribution for data is plotted. For MC sample the results of momentum reweighting and µ+
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Figure 5.14: χ2-χ2
min vs weights for true µ+. Each µ+ background is identified using MC

truth information and a weight is given.
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Figure 5.15: Comparison of dXY Z distribution for candidate π+ for data, default MC, and
minimum χ2 muon number reweighted MC.
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fraction reweighting described in previous section are applied. The reaction cross section

weight (WR) is calculated for each incident true π+ (which is determined using MC truth

information), using Geant4Reweight tool as described in section 5.3.2. The reaction cross

section is scaled between 0 to 2 times (in increments of 0.01) the default Geant4 cross section

keeping the elastic cross section unchanged from Geant4 predictions. For each reaction cross

section scaling factor (fR) we obtain a weight for each track. The following steps describes

the total weight given to each track:

• Let us first describe the momentum weights for each track,

Wmom(p) = g1/g0 (5.29)

where Wmom(p) is the momentum weight for a particle with momentum p. g1 =

e
−(p−p1)

2

2σ21 , p1=1027.0 MeV/c and σ1=67.0 MeV/c, the momentum central value and

width respectively which best agrees with data. g0 = e
−(p−p0)

2

2σ20 , p0=1008.0 MeV/c and

σ0=62.5 MeV/c, the momentum central value and width respectively for default MC

sample.

• Muon fraction weight is given by Wmuon=1.06 for each background muon.

The total weight for each particle is given by:

Case 1: If the particle is a beam matched π+ (signal):

Total weight (WT ) = WR ·Wmom (5.30)

Case 2: If the particle is a muon background:

Total weight (WT ) = Wmom ·Wmuon (5.31)

Case 3: If the particle is a non muon background:

Total weight (WT ) = Wmom (5.32)
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We determine the WT for each scaling factor fR and each track. Using the weights the dXY Z

histogram for each scaling factor is made for MC and compared with data. χ2 for each scaling

factor is estimated using equation 5.28, the scaling factor resulting in minimum χ2 gives the

final results for the cross section. Figure 5.16 shows the χ2-χ2
min values for different scaling

factors. For best data-MC agreement we should scale the reaction cross section 0.97 times

the Geant4 predicted cross section. Figure 5.18 shows the dXY Z distribution for candidate

π+ for data, default MC and reaction cross section reweighted minimum χ2 distribution.

The default MC distribution and the best-reweighted cross section are in close agreement

which indicates the π+ reaction cross section is well predicted by Geant4.

From figure 5.17 the value of reaction cross section scaling factor corresponding to χ2=χ2
min+1

are 0.94 and 1.0. The reaction cross scaling factor in the 1-σ interval is 0.97 ± 0.03. As there

are enough entries in each bin for dXY Z distribution, a properly scaled compound poisson

distribution (CPD) should be nearly gaussian. Hence the statistical uncertainty based on

the χ2 distribution (σStfit=0.03) gives a good estimate of the uncertainty in the measured

value. In the next section, I will discuss the bootstrap method for determining the statistical

uncertainty.

5.4.1 Statistical uncertainty using Bootstrap method

The Bootstrap method [102;103] is a powerful technique that can be used when we don’t know

enough about the underlying processes or error in measurement to do a reliable Monte Carlo

simulation. This method is only valid for independent and identically distributed data sets.

Bootstrapping is a test that uses random sampling with replacement. In this method, the

actual data set (S0) with N data points is used to generate any number of data sets. The new

data sets (S1, S2, S3.......) will consist of N randomly drawn data points from the original

dataset (S0). Many entries will be repeated in the new data sets. The same analysis to

obtain a measured parameter is repeated for the new samples. From the distribution of the

measured parameters, the uncertainty of the measurement is estimated.
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Figure 5.16: χ2-χ2
min vs reaction cross section scaling factors, the value of scaling factor

corresponding to χ2
min is 0.97.
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Figure 5.17: Figure 5.16 magnified around χ2=χ2
min region. The dotted red lines represents

68.3% confidence interval for the value of reaction cross section scaling factor.
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Figure 5.18: Comparison of dXY Z distribution for candidate π+ for data, default MC, and
reaction cross section reweighted minimum χ2 distribution. The default MC distribution
and the reweighted MC distribution with minimum χ2 are in good agreement.
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Statistical uncertainty due to MC (σStMC): In the reaction cross section estimation,

the original MC data set is used to produce the cross section result as described in section

5.4. There were 217163 events used in the original sample. I produced 100 new datasets

randomly choosing 217163 events from the original MC dataset. The reaction cross section

scaling factor is estimated for each of the 100 new samples. Figure 5.19 shows the reaction

cross section scaling factors for 100 new samples generated from the original Monte Carlo

sample. The standard deviation (σStMC) of the distribution is obtained to be 0.011.

Statistical uncertainty due to ProtoDUNE-SP Data (σStData): Similar to the cal-

culation of σStMC I divided the ProtoDUNE-SP Data into 100 new samples with the same

number of entries as the original dataset, choosing randomly from the original dataset. While

estimating σStData the original MC distribution is used for all the new while changing the

Data samples. Figure 5.20 shows the reaction cross section scaling factors for 100 new

datasets derived from the original ProtoDUNE-SP Data. The standard deviation (σStData)

is obtained to be 0.020. The number of entries in MC is approximately a factor of 2 higher

than the number of entries in Data, which results in higher statistical uncertainty in results

due to Data compared to MC.

Total statistical uncertainty using bootstrap method is given by:

σ2
Stbootstrap =

√
σ2
StMC + σ2

StData (5.33)

Which gives, σStbootstrap=0.023. The statistical uncertainty using the bootstrap method is

slightly lower than the uncertainty using the χ2 distribution. However, as the statistics for

data and MC samples are sufficiently large for CPD to be nearly gaussian I chose the statis-

tical uncertainty estimated using χ2 distribution as the statistical uncertainty in the reaction

cross section scaling factor. In the next section, I will discuss the sources of systematic error

and their estimation.
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Figure 5.19: Reaction cross section values for different samples derived from the original MC
sample. The distribution is used to estimate σStMC .
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Figure 5.20: Reaction cross section values for different samples derived from the original
data sample. The distribution is used to estimate σStData.
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5.5 Systematic uncertainty in reaction cross section

measurement:

The major source of systematic uncertainty in measured reaction cross section are uncertainty

in µ+ fraction in MC sample, space charge effect (SCE), and the effect of the elastic cross

section on the observables.

5.5.1 µ+ fraction uncertainty:

The µ+ fraction in the beam has been estimated in section 5.3.5. From figure 5.14 the fraction

of µ+ for χ2=χ2
min +1 (68.3% confidence interval) approximately lies in the range 1.06±0.15.

Using the muon weight = 1.21 (1.06+0.15) and repeating exactly the same procedure as

described earlier for reaction cross section measurement I obtained a reaction cross section

scaling factor of 0.98 and using muon weight = 0.91 (1.06-0.15) I obtained a reaction cross

section scale factor of 0.96. So increasing or decreasing the muon fraction by 15% changes

the reaction cross section scaling factor by ±0.01.

5.5.2 SCE systematic error:

SCE distorts the particle trajectory thus affecting the distribution of observables. An SCE

map described in [26] is used to correct the SCE distortion. All the distributions shown so

far has the SCE correction applied to particle trajectories based on the SCE map described

in [26]. The SCE map was derived by interpolating the measured SCE distortions at the TPC

faces to the bulk of the TPC. There are uncertainties in the SCE map due to various factors

including uncertainty in positive ion density, the time dependence of SCE, fluctuation in

High Voltage during data taking, and many more. I developed an alternative SCE map

using anode-cathode-anode crossing tracks which is described in section 4.2.3. The coverage

of the anode-cathode-anode tracks is poor near the TPC faces. I extrapolated the measure-

ment of SCE distortion inside the TPC to the TPC faces by linearly extrapolating the SCE

map from a region close to the TPC boundary. For the SCE systematic analysis for the
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cross section, we need to estimate the SCE correction localized to the region of the TPC

where a beam particle can pass through. After extrapolation to the TPC upstream and

downstream faces, the SCE map using anode-cathode-anode crossing tracks covers a region

of −360 cm < X < 360 cm, 0 cm < Z < 690 cm, and 200 cm < Y < 500 cm.

For data, the track start and endpoints are corrected using an anode-cathode-anode track

SCE map, while for MC simulation the input SCE map used for simulating the events is well

hence no changes are made. Once we have data dXY Z distribution we compare it with MC

for an array of reaction cross section scaling factors as described in previous sections. Figure

5.21 shows the results of the SCE systematic study on the cross section. The reaction cross

section scaling factor corresponding to minimum χ2 is estimated to be fR=0.97. The cross

section results are identical using the two SCE maps. This shows the effect of SCE is well

understood. The bin size for dXY Z is 20 cm and the step size for scaling factor is 0.01 which

could hide small differences in the results due to two SCE maps estimated independently

using different techniques. Considering which the SCE systematic on the results is taken to

be 0.01.

5.5.3 systematic due to Elastic cross section:

Similar to reaction cross section, Geant4 predicts the elastic cross section of π+ on argon

based on the results of π+ elastic cross section cross section on heavier and lighter nuclei.

However, there has not been a measurement of π+ elastic scattering at low scattering angles

(< 5deg). Figure 5.22 shows the differential elastic cross section of π+ and π− on various

isotopes of Ca [104]. The results show the elastic cross section increases at a lower scattering

angle. Also, the cross section at an angle lower than a certain threshold is not measured

experimentally. In the lack of experimental measurement, the prediction of Geant4 elastic

cross section at a low scattering angle may not be completely reliable. If we want to measure

the elastic cross section using the Geant4 reweighting technique, we will have to use differ-

ent scaling factors for different scattering angles which makes the analysis computationally
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Figure 5.21: dXY Z distribution, data uses SCE correction from anode-cathode-anode crossing
maps, while MC uses the input SCE distortion map as in previous histograms.
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challenging.

Figure 5.22: Angular distributions for pion-Ca elastic scattering at T=180MeV. Optical
potential calculations are represented by solid curves. The figure is taken from [104].
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Further, I used the Geant4Reweight framework to estimate the total and reaction cross

section simultaneously. I followed a similar procedure as used for measuring the reaction

cross section while varying both the reaction and elastic cross section scaling factors simul-

taneously. Figure 5.23 shows the χ2-χ2
min as a function of elastic and reaction scaling factors

for dXY Z distribution and deflection parameter (b) distribution respectively.

(a) dXY Z parameter (b) b parameter

Figure 5.23: The color scale shows the χ2-χ2
min for simultaneous variation of reaction and

elastic cross section scaling factors, the left plot is for dXY Z parameter and the right plot is
for b parameter. The inner contour represents χ2-χ2

min=1 and the outer contour represent
χ2-χ2

min=2.3 (68.3% confidence interval).
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(a) dXY Z parameter (b) b parameter

Figure 5.24: The left plot is for dXY Z parameter and the right plot is for b parameter the
MC reweighted histogram is the best fit for simultaneous variation of reaction and elastic
cross section scaling factors.

Figure 5.24 shows the plot of dXY Z and deflection parameter respectively. For the best
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data/MC agreement, simultaneously varying the scaling factors gives the following results

(table 5.4):

Observables used Reaction cross section

scaling factor

Elastic cross section

scaling factor

dXY Z parameter 0.94 3.4

deflection parameter

(b)

0.90 3.3

Table 5.4: Reaction and elastic cross section scaling factors obtained by simultaneously
varying the factors.

As previously discussed the elastic cross section is dominated by low scattering angle in-

teractions which have not been experimentally measured. Using the Geant4Reweight tools,

for a reliable measurement of elastic scattering scaling factors we need to use different scal-

ing factors for different scattering angles which is something we plan to do in the future.

Conservatively, we set an upper limit of elastic cross section scaling factor to be 3.4 (based

on the results of simultaneous variation of scaling factors for dXY Z) to determine the possible

systematic error caused by uncertainty in predicted elastic cross section values.

When we set the elastic cross section scaling factor to be 3.4 the reaction cross section

scaling factor is 0.94. From the previous discussion for an elastic cross section scaling fac-

tor of 1 (default Geant4 prediction), the reaction cross section scaling factor is 0.97. The

systematic uncertainty due to elastic cross section is taken to be ±0.03.

5.6 RESULTS:

In this chapter I discussed the Geant4 reweighting technique to measure the π+-argon to-

tal reaction cross section. The study suggests the Geant4 reaction cross section has to be

scaled by a factor of 0.97 for MC observables distribution to match data. The result of the
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study is a reaction cross section scaling factor = 0.97. The uncertainties in measurement are:

Statistical uncertainty, σStfit=0.03

Systematic uncertainties:

Due to SCE, σSCE=0.01

Uncertainty due to muon background fraction, σmuonf=0.01

Uncertainty due to elastic cross section, σelastic=0.03

Total systematic uncertainty, σsys =
√
σ2
SCE + σ2

muonf + σ2
elastic=0.033

Total uncertainty, σtot =
√
σ2
Stfit + σ2sys = 0.045

The reaction cross section scaling factor is, 0.97 ± 0.045

The reaction cross section is found to be within 3% of the Geant4 prediction. The

study validates the reaction cross section prediction by Geant4. The study is carried out

for 1 GeV/c momentum beam π+ and can be extended to the complete range of beam

momentum (1-7 GeV/c) for ProtoDUNE-SP data.
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Chapter 6

Conclusion

DUNE is the next-generation neutrino experiment being built with the goal of searching for

proton decay and CP violation in the lepton sector which could help understand the domi-

nance of matter over antimatter, detecting neutrinos from supernova bursts, and many more

mysterious phenomena. DUNE is planned to begin data taking in 2026 and will consist of 4

massive detectors which will be built in stages. The first of the 4 massive detectors will use

liquid argon time projection chamber technology (LArTPC). DUNE is an experiment funded

by the US Department of Energy and hosted by Fermi National Accelerator Laboratory near

Chicago. Considering the amount of resources and time that will go into DUNE, it was con-

sidered necessary to build a prototype of the detector which gave birth to ProtoDUNE-SP

and ProtoDUNE-DP detectors. The ProtoDUNE-SP uses the same technology that will be

used in the DUNE far detector first module.

The major goals of the ProtoDUNE-SP experiment are to provide a testbed for detector

elements and technology that will be eventually used in DUNE, study the detector response

for different test beam particles, exhibit long-term stability of the detector and measure

hadron-argon cross sections. ProtoDUNE-SP started taking data in Sept 2018 and took

beam data for 3 months, while continuing to take cosmic data over an extended period.

The detector operated for over 600 days until it was taken down for rerunning with some
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upgrades. The ∼ 600 days of successful operation exhibited the long-term stability of the

detector.

ProtoDUNE-SP uses LArTPC detector technology. When a particle passes through the

liquid argon it causes ionization producing electron-ion pairs, the electrons drift towards the

anode under the action of the electric field applied between the cathode and the anode. The

3D particle trajectory is reconstructed by using the ionization charge collected at the anode.

The y and z position of ionization is determined by the location at which electrons are col-

lected at the anode, and the x position of ionization is reconstructed using the signal arrival

times and drift velocity. Thus, for a LArTPC, precise measurement of drift velocity is very

important for position and energy reconstruction. Space charge effect (SCE), which is the

buildup of excess positive charge in a LArTPC over time, distorts the applied drift electric

field (consequently drift velocity) in ProtoDUNE-SP. I developed a novel technique to mea-

sure the SCE distorted drift velocity using anode-cathode-anode crossing tracks. Track start

and endpoints are un-distorted for such tracks. I remove any transverse spatial distortion

using an SCE distortion map I developed using anode-cathode-anode tracks. Drift distance

for each hit is measured using hit wire position. Local drift velocity is then determined by

taking the ratio of the change in drift distance to the change in drift time as a function of

drift distance. Electric field variation of within 20 % of the nominal value is observed using

this technique.

LArTPC provides excellent position and energy reconstruction of charged particles. The

energy reconstruction is carried out based on the charge deposited(dQ/dx). However, fac-

tors including Space Charge Effect (SCE), attenuation due to electronegative impurities,

diffusion, and inactive wires, lead to non-uniform charge deposition in various parts of the

detector. One of the goals of the ProtoDUNE-SP experiment is to understand the detector

response for different test beam particles which will be useful for DUNE. For understanding

the detector response, we need to calibrate the measured charge into energy. The detector

calibration consists of two steps, firstly removing the non-uniformity in charge deposition
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and secondly determining a calibration factor to convert the charge into energy. I use the

detector response for energetic through-going cosmic ray muons as a data-driven correction

to remove non-uniformity in dQ/dx. I then perform the energy scale calibration using a sam-

ple of stopping cosmic ray muons for which theoretical dE/dx is well known as a function of

residual range. In this method, the correction factors to remove non-uniformity in dQ/dx in

each part of the detector and in time are calculated. After removing the non-uniformity in

charge deposition, dQ/dx is converted to dE/dx using a recombination model with a cali-

bration constant as a free parameter. The final calibration constant is calculated comparing

measured dE/dx with theoretical prediction under χ2 minimization. Cosmic muon-based

calibration constants are used for beam p, π+, K+, e+,µ+ with excellent data-simulation

agreement.

ProtoDUNE-SP collected close to three months of test beam data. One of the long-term

goals of the ProtoDUNE-SP experiment is to measure the hadron-argon cross sections. Pi-

ons are final state products in most neutrino interaction processes including coherent pion

production, resonant scattering, deep inelastic scattering. It is very important to model their

behavior inside the target nucleus and during its propagation inside the detector medium.

Experimental measurements of the pion-argon cross section on Liquid Argon are rare or

non-existent. Predictions are made based on the pion-argon cross-section on the heavier and

lighter target nucleus. I used the Geant4 reweighting technique to measure the π+-argon

cross section. The π+-argon reaction cross section measured using the Geant4 reweighting

technique is in good agreement with Geant4 π+-argon cross section prediction. The mea-

sured π+-argon total elastic cross section however does not agree with the Geant4 prediction.

We will need to do some more study to better understand the π+-argon elastic cross sec-

tion, including a scattering angle-dependent elastic scaling factor. The reaction cross-section

study is done for 1 GeV/c momentum beam π+. The technique could be extended to all

available beam momentum (1-7 GeV) in ProtoDUNE-SP. The results of the cross-section

study provide important input for various models (such as Geant4, GENIE) used to gener-

ate and propagate particles through matter.
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My other major contributions in ProtoDUNE-SP include a study of longitudinal diffusion

of electrons in liquid argon, wire plane transparency studies, and Cathode Plane Assembly

(CPA) misalignment study. The various studies carried out in ProtoDUNE-SP will benefit

all LArTPC experiments in general and DUNE in particular.
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